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Thesis project available
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·  Title of the research:
Development of Optimization Methods for Internet of Things Services
· Context of the research
Internet of Things (IoT) is a very complex heterogeneous network, which bridges the gap between physical and the virtual worlds. The ultimate goal of all IoT applications is to provide seamless services without human intervention. IoT is considered to be the next logical revolution, enabling the provision of extensive services in smart cities and smart agriculture, manufacturing, smart healthcare and smart homes. Autonomous IoT systems are of great importance but many challenges remain to be addressed.

A large-scale IoT environment is composed of thousands of distributed entities. Once service requests are detected, multiple optimal services selected from enormous candidate sets need to be provided immediately. IoT should not only be able to provide services for dynamic concurrent requests, but also to reduce energy consumption, reduce service time and improve information accuracy. In addition, availability of services, bandwidth allocation and reliability should be taken into account. 
Service selection in IoT  systems is, then, a multiobjective " optimization problem (MOP). However, the development of efficient algorithms for service selection remains challenging and has not been widely investigated. Hence, the purpose of this thesis is to develop efficient multiobjective optimization frameworks for the selection of ubiquitous services in dynamic IoT environments.

The dynamic multiobjective optimization problems (DMOPs) that arise are challenging due to the fact that multiple conflicting objectives that change over time must be optimized simultaneously. Evolutionary computation and swarm intelligence have been shown to be powerful methods to solve optimization problems in dynamic environments. Among many others, coevolutionary approaches are very attractive. Through competitive- cooperative coevolution, different subpopulations separately optimize a subset of the decision variables, where the decomposition process of the optimization problem is adaptive rather than being manually designed and fixed at the beginning of the evolutionary optimization. 
· Objective of the research
Development of advanced methods for the multiobjective optimal selection of services in IoT systems.
· Required skills
· Interest in developing innovative research and original solutions.
For further information, please contact:

Prof. Enrico Zio, enrico.zio@polimi.it
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Abstract—The ultimate goal of the Internet of Things (IoT) is to 
provide ubiquitous services. To achieve this goal, many challenges 
remain to be addressed. Inspired from the cooperative 
mechanisms between multiple systems in the human being, this 
paper proposes a bio-inspired self-learning coevolutionary 
algorithm (BSCA) for dynamic multiobjective optimization of IoT 
services to reduce energy consumption and service time. BSCA 
consists of three layers. The first layer is composed of multiple 
subpopulations evolving cooperatively to obtain diverse Pareto 
fronts. Based on the solutions obtained by the first layer, the 
second layer aims to further increase the diversity of solutions. 
The third layer refines the solutions found in the second layer by 
adopting an adaptive gradient refinement search strategy and 
dynamic optimization method to cope with changing concurrent 
multiple service requests, thereby effectively improving the 
accuracy of solutions. Experiments on agricultural IoT services in 
the presence of dynamic requests under different distributions are 
performed based on two service-providing strategies, i.e., single 
service and collaborative service. The simulation results 
demonstrate that BSCA performs better than four existing 
algorithms on IoT services, in particular for high-dimensional 
problems. 



Index Terms—coevolutionary optimization, dynamic 
multiobjective optimization, Internet of Things (IoT), 
self-learning, services provision 



I. INTRODUCTION 
nternet of Things (IoT) is a very complex heterogeneous 
network, which bridges the gap between physical and the 



virtual worlds. The ultimate goal of all IoT applications is to 
provide seamless services without human intervention. IoT is 
considered to be the next logical revolution [1], which is able to 
provide extensive services in smart cities [2], [3], smart 
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agriculture, manufacturing [4], [5], smart healthcare, and smart 
home. Autonomous IoT systems are of great importance but 
many challenges remain to be addressed [6]. 



In general, IoT services can be categorized into four classes 
[7], [8], i.e., identity-related services, information aggregation 
services, collaborative-aware services and ubiquitous services. 
This article focuses on optimization of ubiquitous services, 
which is very challenging, since there exist many 
heterogeneous and dynamic links and a large amount of 
uncertainties. Some efforts have been reported along this line of 
research. For example, the concept of opportunistic IoT 
services was proposed [9], while sensing as a service was 
suggested in [10], [11].  



A large-scale IoT environment is composed of thousands of 
distributed entities. Once service requests are detected, multiple 
optimal services selected from enormous candidate sets need to 
be provided immediately. IoT should not only be able to 
provide services for dynamic concurrent requests, but also to 
reduce energy consumption [12], [13], reduce service time, and 
improve information accuracy. In addition, availability of 
services, bandwidth allocation, and reliability should be taken 
into account, especially in resource constrained environments 
[14]. Consequently, service selection is a multiobjective 
optimization problem (MOP). In [15], services are assigned to 
interfaces with heterogeneous resources to achieve optimal 
solutions. However, the development of efficient algorithms for 
service selection remains challenging and has not been widely 
investigated. Hence, the purpose of this article is to implement 
global composition and multiobjective optimization of 
ubiquitous services in dynamic IoT environments.  



Dynamic multiobjective optimization problems (DMOPs) 
are challenging due to the fact that multiple conflicting 
objectives that change over time must be optimized 
simultaneously [16], [17]. Evolutionary computation and 
swarm intelligence have been shown to be powerful methods to 
solve optimization problems in dynamic environments [18]. 
Among many others, coevolutionary approaches are very 
attractive [16], [19], [24]-[29]. Through competitive- 
cooperative coevolution, different subpopulations separately 
optimize a subset of the decision variables, where the 
decomposition process of the optimization problem is adaptive 
rather than being manually designed and fixed at the beginning 
of the evolutionary optimization [19]. Liu et al. [16] proposed a 
decomposition method, where the subcomponents cooperate to 
evolve for better solutions. A linear regression prediction 
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Abstract—The application of multiobjective evolutionary 



algorithms to many-objective optimization problems often faces 
challenges in terms of diversity and convergence. On the one hand, 
with a limited population size, it is difficult for an algorithm to 
cover different parts of the whole Pareto front in a large objective 
space. The algorithm tends to concentrate only on limited areas. 
On the other hand, as the number of objectives increases, 
solutions easily have poor values on some objectives, which can be 
regarded as poor bottleneck objectives that restrict solutions’ 
convergence to the Pareto front. Thus, we propose a 
coevolutionary particle swarm optimization with a bottleneck 
objective learning strategy for many-objective optimization. In 
the proposed algorithm, multiple swarms coevolve in distributed 
fashion to maintain diversity for approximating different parts of 
the whole Pareto front, and a novel bottleneck objective learning 
strategy is developed to improve convergence on all objectives. In 
addition, we develop a solution reproduction procedure with both 
an elitist learning strategy and a juncture learning strategy to 
improve the quality of archived solutions. The elitist learning 
strategy helps the algorithm to jump out of local Pareto fronts, 
and the juncture learning strategy helps to reach out to the 
missing areas of the Pareto front that are easily missed by the 
swarms. The performance of the proposed algorithm is evaluated 
using two widely used test suites with different numbers of 
objectives. Experimental results show that the proposed 
algorithm compares favorably with six other state-of-the-art 
algorithms on many-objective optimization. 
 
Index Terms—Many-objective optimization problems (MaOPs), 
bottleneck objective learning (BOL), coevolution, particle swarm 
optimization (PSO). 
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I. INTRODUCTION 
uring the past two decades, multiobjective evolutionary 
algorithms (MOEAs) have shown efficiency in finding 



well-diversified and well-converged nondominated solutions in 
multiobjective optimization problems (MOPs) [1]. However, 
when dealing with many-objective optimization problems 
(MaOPs) that involve more than three objectives, the ‘curse of 
dimensionality’ in MaOPs has brought challenges in both 
diversity and convergence to traditional MOEAs [2][3]. 
 The first is the diversity challenge. As the objective space 
enlarges in MaOPs, it becomes more difficult for an algorithm 
to maintain population diversity so as to find solutions well 
distributed along the whole Pareto front (PF). On the one hand, 
as the dimensionality of the objective space increases, the 
number of solutions that are required for approximating the 
whole PF increases exponentially [1]. Therefore, an MOEA 
that uses only one population with a limited population size 
tends to concentrate only on a limited area of the large objective 
space [4]. On the other hand, due to the difficulty of distance 
evaluation in high-dimensional objective space [5], many 
existing solution diversity maintenance mechanisms developed 
for traditional MOPs may not work well on MaOPs. For 
example, the crowding distance measure for density estimation 
in NSGA-II fails in MaOPs [6][7]. Thus, the population may 
lose diversity to distribute solutions on the whole PF and can 
approximate to only a limit part of the PF [8]. 



The second is the convergence challenge. As the number of 
objectives increases, it becomes more difficult for an algorithm 
to pay the same attention to all the objectives. Therefore, the 
evolution in different objectives may be imbalanced, causing 
some objectives to perform well while other objectives perform 
poorly. That is, a solution may have very good values on some 
objectives but very poor values on some other objectives. On 
the one hand, Pareto dominance fails to distinguish such 
solutions and consequently most of these solutions tend to be 
mutually non-dominated and will be preserved. On the other 
hand, the loss of proper guidance on the poorly-performing 
objectives will likely aggravate the evolution imbalance of 
different objectives in solutions during the evolutionary process. 
Thus, the population tends to be far away from the desired areas, 
leading to poor convergence to the PF [9]. 



Therefore, it is crucial for an algorithm to achieve good 



Coevolutionary Particle Swarm Optimization 
with Bottleneck Objective Learning Strategy 



for Many-Objective Optimization 
Xiao-Fang Liu, Student Member, IEEE, Zhi-Hui Zhan, Member, IEEE, Ying Gao, Jie Zhang, Sam 



Kwong, Fellow, IEEE, and Jun Zhang, Fellow, IEEE 



D











[image: image4.emf]


> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 



1



 
Abstract—This paper proposes an effective ensemble frame-



work for tackling multi-objective optimization problems, by 
combining the advantages of various evolutionary operators and 
selection criteria that are run on multiple populations. A simple 
ensemble algorithm is realized as a prototype to demonstrate our 
proposed framework. Two mechanisms, namely competition and 
cooperation, are employed to drive the running of the ensembles. 
Competition is designed by adaptively running different evolu-
tionary operators on multiple populations. The operator that 
better fits the problem’s characteristics will receive more com-
putational resources, being rewarded by a decomposition-based 
credit assignment strategy. Cooperation is achieved by a cooper-
ative selection of the offspring generated by different populations. 
In this way, the promising offspring from one population have 
chances to migrate into the other populations to enhance their 
convergence or diversity. Moreover, the population update in-
formation is further exploited to build an evolutionary potential-
ity model, which is used to guide the evolutionary process. Our 
experimental results show the superior performance of our pro-
posed ensemble algorithms in solving most cases of a set of thir-
ty-one test problems, which corroborates the advantages of our 
ensemble framework. 



 
Index Terms—ensemble framework, multi-objective optimiza-



tion, competitive evolution, cooperative selection. 
 



I. INTRODUCTION 
N the last decade, a number of multi-objective evolutionary 
algorithms (MOEAs) have shown remarkable performance 



in tackling various kinds of multi-objective optimization prob-
lems (MOPs) [1]-[3]. An unconstrained MOP can be defined as 



1 2Min ( ) ( ( ), ( ), ..., ( )) ,T
mF f f f



�:
 



x
x x x x              (1) 



where x= (x1, x2,…, xn) is an n-dimensional decision vector 
bounded in the search space Ω, and m is the number of objec-
tives [2]. Due to the inherent conflicts among the objectives, no 
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single solution is optimal for all the objectives in (1). Instead, a 
set of optimal solutions termed Pareto-optimal set (PS) exists. 
The mapping of PS in the objective space is termed Pare-
to-optimal front (PF). As some MOPs in real-world applica-
tions often exhibit complex characteristics (e.g., nonlinearity, 
discontinuity, multimodality, degeneration, and a high dimen-
sional decision space [4]), traditional deterministic methods are 
not so effective for these challenging MOPs [2]. For such 
problems, state-of-the-art MOEAs (e.g., SPEA2 [5], NSGA-II 
[6], MOEA/D [7], and IBEA [8]) are more advantageous and 
robust. Each of these state-of-the-art MOEAs shows certain 
effectiveness in tackling some kinds of MOPs. However, no 
MOEA with specific parameter setting, evolutionary operator, 
and selection criterion, can be the best performer for all types of 
MOPs. Thus, in order to achieve a better overall performance 
for a diverse range of MOPs, the use of ensemble approaches 
for MOEAs has been proposed. It is a natural and intuitive idea 
to combine the advantages of different parameter settings, 
evolutionary operators or selection criteria in MOEAs [3]. Such 
research efforts include the use of ensembles of heuristics 
[9]-[10], neighborhood sizes [11], niching methods [12], con-
straint handling techniques [13], and other related methods 
[14]-[19]. 



Ensemble of evolutionary operators. Different evolutionary 
operators show some advantages when tackling certain types of 
MOPs due to their different abilities on exploitation and ex-
ploration [3], [15]-[16]. For example, polynomial-based muta-
tion (PM) [2] is good at exploitation (searching in a local area), 
while simulated binary crossover (SBX) [17], differential evo-
lution (DE) [18], [41], and the estimation of distribution algo-
rithm (EDA) [20] provide different search patterns for explo-
ration. Thus, a number of research studies have been conducted 
to find a better ensemble of them, such as adaptive memetic 
computing (AMC) [21], ensembles of multiple DEs [10], [22], 
different mutation strategies [23]-[24], and various hyper- 
heuristic methods [9]. These approaches are designed by solv-
ing two basic issues: which operators should be included in the 
ensemble and how to run them. Regarding the first issue, evo-
lutionary operators with distinct search patterns are widely used 
to compose an ensemble [25]-[26]. Otherwise, all the poten-
tially optimal ensembles are tested in order and then the best of 
them is selected [9]. To tackle the second issue, many compe-
tition strategies [27]-[30] have been proposed to adaptively run 
evolutionary operators according to their performances. In this 
way, at different phases of the evolutionary process [31], var-
ious search mechanisms [32] can be flexibly used to tackle 
different types of MOPs. 
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