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\textbf{ABSTRACT}

An Adaptive Metamodel-Based Subset Importance Sampling (AM-SIS) approach, previously developed by the authors, is here employed to assess the (small) functional failure probability of a thermal-hydraulic (T-H) nuclear passive safety system. The approach relies on an iterative Importance Sampling (IS) scheme that efficiently couples the powerful characteristics of Subset Simulation (SS) and fast-running Artificial Neural Networks (ANNs). In particular, SS and ANNs are intelligently employed to build and progressively refine a fully nonparametric estimator of the ideal, zero-variance Importance Sampling Density (ISD), in order to: (i) increase the robustness of the failure probability estimates and (ii) decrease the number of expensive T-H simulations needed (together with the related computational burden).

The performance of the approach is thoroughly compared to that of other efficient Monte Carlo (MC) techniques on a case study involving an advanced nuclear reactor cooled by helium.

© 2017 Elsevier Inc. All rights reserved.

\section{1. Introduction}

The nuclear industry is characterized by levels of risk that are among the lowest with respect to any engineering application, as requested by the strong public perception. In the past and current generations of reactor designs, these low levels of risk are typically achieved by resorting mostly to active safety systems. On the other hand, the most innovative reactor concepts, such as those of Generation IV, aim at relying almost entirely on passive safety systems, thus becoming as much independent as possible from any kind of external input, especially energy \cite{1}. Moreover, the simplicity of the design of these systems is such that mechanical failures become very unlikely to happen, in contrast to active systems \cite{2–7}. Yet, uncertainties in the operation of these systems (due to not fully understood physical phenomena and scarce, if not null, operating experience \cite{8,9}) may give rise to functional failures. A passive system fails to perform its function (e.g., decay heat removal by natural circulation) due to deviations from its expected behavior, which lead the load imposed on the system to overcome its capacity \cite{10–24}. A classical approach to estimating such functional failure probability stems from the deterministic modeling of the Thermo-Hydraulics (T-H) of the passive system by a (possibly long-running) computer code.
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and the subsequent Monte Carlo (MC) propagation of the uncertainties, described by properly identified Probability Density Functions (PDFs), to some model outputs with respect to which the failure event is defined. The propagation is based on repeated computer runs (or simulations) of the T-H code in correspondence of different sets of the uncertain input values sampled from their PDFs [25–36].

In practice, a passive safety system is obviously designed so that its failure is a rare event. As a consequence, its probability of failure is quite small (e.g., about $10^{-5}$ or less) and its estimation may require a large amount of T-H computer code runs [37]. Since each simulation of the detailed, mechanistic T-H model may take several hours in some cases [33], the standard MC simulation-based procedure typically requires significant computational efforts. More efficient techniques must then be sought [38,39].

Two families of methods are typically employed to address these issues. On one side, fast-running surrogate regression models (also called response surfaces or metamodels) can be properly built to mimic the response of the original T-H model code: since the metamodel is, in general, much faster to be evaluated, the problem of long computing times is circumvented. Several kinds of surrogate metamodels have been recently applied to safety-related nuclear, structural and hydrogeological problems, including polynomial Response Surfaces (RSS) [40–43], polynomial chaos expansions [44–47], stochastic collocation [48,49], Artificial Neural Networks (ANNs) [50–53], Support Vector Machines (SVMs) [54,55] and kriging [56–61].

On the other side, advanced Monte Carlo Simulation methods can be adopted to realize robust estimations by means of a limited amount of random samples [62–64]. This class of methods includes Stratified Sampling [65,66], Subset Simulation (SS) [67–74], the Response Conditioning Method (RCM) [75,76] for structural reliability analysis (also developed from SS and employing approximate solutions), Line Sampling (LS) [77–84] and splitting methods [85–89]. However, the advanced MCS methods that is adopted more frequently is perhaps Importance Sampling (IS), where the original PDF of the uncertain inputs is replaced by a proper Importance Sampling Density (ISD): this favors the MC samples to lie close to the failure region, thus artificially increasing the frequency of the (rare) failure event [90–92]. In this respect, it is possible to show that there is an optimal (ideal) ISD that makes the standard deviation of the MC estimator equal to zero. On the other hand, this optimal ISD cannot be used in practice, because its mathematical expression contains the (a priori unknown) failure probability itself. Within this context, several techniques in various fields of research have been proposed to approximate the “ideal” optimal ISD: see, e.g., the Adaptive Kernel (AK) [93,94], the Cross-Entropy (CE) [95–97], the Variance Minimization (VM) [98] and the Markov Chain Monte Carlo-Importance Sampling (MCMC-IS) [99] methods.

In the present paper, the Adaptive Metamodel-based Subset Importance Sampling (AM-SIS) method, originally developed by the authors [100], is adopted. In the approach, the characteristics of several advanced computational methods of literature are efficiently combined. In particular, SS and ANN metamodels are coupled within an adaptive IS scheme in the following two stages [99,100]:

1. a random sample approximately distributed as the ideal, zero-variance ISD is created by resorting to the Subset Simulation (SS) technique. Notice that at this step we substitute the expensive T-H code with an ANN metamodel (adaptively refined in the areas close to the failure region by means of the samples iteratively produced by SS), with the aim of reducing the related computational burden. Then, we adopt a fully nonparametric PDF (proposed in Ref. [99] and relying on the Gibbs Sampler [101]) to “fit” the samples thereby generated and obtained an estimator for the optimal ISD;
2. we employ the quasi-optimal ISD estimator built at step (1) above to perform Importance Sampling (IS) and assess the functional failure probability of the T-H passive system.

Notice that the idea of “interlacing” metamodels with efficient MCS schemes has been already proposed in the literature for decreasing the computational burden associated to the quantification of small probabilities: see, e.g., Refs. [102–113]. In these works, the metamodel is built and progressively refined (by means of samples intelligently generated by the advanced MC technique) until a desired level of accuracy and precision in the failure probability estimate is obtained.

The main contributions of the present work with respect to the reference paper by Ref. [99] are the following:

• we adopt Subset Simulation (SS) for the generation of samples approximately distributed according to the zero-variance ISD;
• we employ ANNs to decrease the computational effort related to the approximation of the zero-variance ISD: in particular, we train these metamodels through an adaptive algorithm that makes a smart use of the samples produced by SS with the objective of progressively ameliorating the ANN accuracy around the failure region;
• we assess the efficiency of AM-SIS in the estimation of small functional failure probabilities with a very small number of calls to the T-H code (e.g., of the order of few tens or hundreds): this is relevant for those practical cases where a single simulation needs several hours to run;
• we extensively and systematically compare the performance of AM-SIS to that of numerous other advanced probabilistic simulation methods of literature.

In addition, the novel contents of this paper in relation to the previous article by the authors [100] are the following:

• in Ref. [100], the focus of the comparisons between AM-SIS and other MC schemes (in particular, standard MCS, LHS [65], IS [90–94] and LS [77–84]) is exclusively put on the efficiency of stage (2) of the algorithm, i.e., of random importance sampling for failure probability estimation. In this work, instead, comparisons are made also to other methods that combine SS and metamodels and that are very close to stage (1) of our approach. In particular, the following techniques
are considered: (i) the SMART algorithm [105], which combines SS and SVMs in an original active learning scheme, where few training points are placed sequentially in the uncertain variable space, in order to build a sequence of SVM metamodels as accurate surrogates of the SS intermediate thresholds; (ii) the Neural Network-based Subset Simulation (SS-NN) method [113], in which information is transferred from the MCMC algorithm to the ANN training process in order to efficiently construct the metamodel in a sequence of “moving windows”;

- also the performance of stage (1) of the AM-SIS method is assessed more thoroughly by carrying out a larger set of comparisons (e.g., by considering different sample sizes for failure probability estimation);
- we have modified and improved the technique adopted to identify, select and “distribute” in the entire uncertain input space the (training) samples used to adaptively refine the ANN metamodel through the iterations of the AM-SIS algorithm.

All the analyses are performed with regards to the same case study considered in Ref. [100], which concerns a Gas-cooled Fast Reactor (GFR) cooled by naturally circulating helium after a Loss Of Coolant Accident (LOCA) (modified from Ref. [26]).

The remainder of the paper is organized as follows. In Section 2, the concepts of functional failure analysis for T-H passive systems are synthetically summarized. Section 3, a quite detailed description of the AM-SIS technique proposed in this work is given. Section 4 presents the case study concerning the passive cooling of a GFR, and the corresponding results are shown and discussed in Section 5. Some conclusions are drawn in the last Section. Finally, for the sake of paper self-consistency, the Appendix reports thorough mathematical details concerning the construction of the fully nonparametric ISD proposed in Ref. [99] and based on the well-known Gibbs Sampler [101].

2. The qualitative and quantitative steps of functional failure analysis of T-H passive systems

The basic steps of the qualitative and quantitative phase of the functional failure analysis of a T-H passive system are [25]:

1. Characterize the accident scenario in which the passive system under consideration operates;
2. Define the function that the passive system is expected to perform, e.g. decay heat removal, vessel cooling and depressurization, etc.
3. Identify the design parameters values (e.g., power level, system pressure, heat exchanger initial wall temperature, etc.) related to the reference configuration of the passive system and the corresponding nominal function.
4. Identify the possible failure modes of the passive system for the accident scenario under consideration.
5. Build a mechanistic, best-estimate (typically long-running) T-H model to simulate the passive system behavior in the accident scenario of interest and perform best estimate calculations.
6. Identify the factors of uncertainty in the results of the best estimate T-H calculations. In the present work, we consider only epistemic uncertainties (due to the limited knowledge on some phenomena and processes – e.g., models, parameters and correlations used in the T-H analysis – and to the paucity of the related operational and experimental data available), as done also in the previous article by the authors [100].
7. Quantify the uncertainties identified at the previous step by proper probability distributions.
8. Propagate the (epistemic) uncertainties through the deterministic T-H model in order to assess the probability of functional failure of the passive system. Formally, let: \( \mathbf{x} = \{x_1, x_2, \ldots, x_l \} \) be the vector of the relevant uncertain (input) model parameters/variables; \( \mathbf{\mu}_y(\mathbf{x}) \) be a (possibly nonlinear) deterministic function representing the complex, computationally expensive T-H code; \( \mathbf{y} = \{y_1, y_2, \ldots, y_n \} = \mathbf{\mu}_y(\mathbf{x}) \) be the vector of the (uncertain) T-H model outputs of interest; \( Y(\mathbf{x}) \) be a single-valued indicator of the performance of the passive system (e.g., the fuel peak cladding temperature); and \( \alpha_Y \) a limit value that represents the system failure criterion.¹ For illustrating purposes, we suppose that the passive system functions correctly as long as \( Y(\mathbf{x}) < \alpha_Y \). The probability \( P(F) \) of system functional failure can then, be expressed by the multidimensional integral:

\[
P(F) = \int \cdots \int I_f(\mathbf{x}) q(\mathbf{x}) d\mathbf{x},
\]

where \( q(\cdot) \) is the joint Probability Density Function (PDF) describing the uncertainty in the parameters \( \mathbf{x} \), \( F \) is the failure region (where \( Y(\mathbf{x}) \geq \alpha_Y \)) and \( I_f(\cdot) \) is an indicator function such that \( I_f(\mathbf{x}) = 1 \), if \( \mathbf{x} \in F \) (i.e., if \( Y(\mathbf{x}) \geq \alpha_Y \)) and \( I_f(\mathbf{x}) = 0 \), otherwise (i.e., if \( Y(\mathbf{x}) < \alpha_Y \).

The MCS procedure for estimating (1) entails that a typically large number \( N_f \) of samples of the values of the system parameters \( \mathbf{x} \) be drawn from the corresponding probability distributions and used to evaluate \( Y(\mathbf{x}) \) by running the T-H code. An estimate \( \hat{P}(F)^{N_f} \) of the probability of failure \( P(F) \) can, then, be computed by dividing the number of times that \( Y(\mathbf{x}) > \alpha_Y \) by the total number of samples \( N_f \). The cost related to this process can be impractical, when the running time for each T-H model simulation (i.e., for each evaluation of \( Y(\mathbf{x}) \)) takes several hours (which is often the case for T-H passive systems). In order to tackle these issues, we adopt the Adaptive Metamodel-based Subset Importance Sampling

¹ Note that the choice of a single-valued performance function does not reduce the generality of the approach, because any multidimensional vector of physical quantities (i.e., the vector \( \mathbf{y} \) of the outputs of the T-H code in this case) can be conveniently re-expressed as a scalar parameter by resorting to suitable min-max transformations: see Refs. [67,68,72] for details.
(AM-SIS) method (proposed by the authors in Ref. [100]), which combines the characteristics of two advanced MCS schemes (i.e., Importance Sampling-IS and Subset Simulation-SS) and a metamodel (i.e., an Artificial Neural Network-ANN) (Section 3).

3. The Adaptive Metamodel-Based Subset Importance Sampling (AM-SIS) method

The Adaptive Metamodel-based Subset Importance Sampling (AM-SIS) method, proposed in Ref. [100] and here employed, basically relies on an iterative Importance Sampling (IS) scheme, whereby the Importance Sampling Density (ISD) is constructed and adaptively refined so as to favor the MC samples to be near the failure region, thus increasing the frequency of occurrence of the (rare) failure event [90–92]. In more detail, it consists of two main steps [98,99,118]:

1. We build an estimator \( \hat{g}^*(\mathbf{x}) \) of the so-called “optimal ISD” \( g^*(\mathbf{x}) = \frac{I_1(x)q(\mathbf{x})}{P(F)} \), i.e., the ISD that minimizes the variance of the MC estimator \( \hat{P}(F)_{m} \) [90–92,107] (Section 3.1);
2. We perform Importance Sampling (IS), in which the estimator \( \hat{g}^*(\mathbf{x}) \) built at step 1 above is employed as an ISD in order to assess the functional failure probability \( P(F)(1) \) of the T-H passive system (Section 3.2).

3.1. Adaptive approximation of the ideal, zero-variance ISD by means of Subset Simulation and metamodels

Many approaches have been proposed to approximate the optimal ISD \( g^*(\mathbf{x}) \) or to at least identify one providing small standard deviation of the MC estimator: see, e.g., Refs. [90,91,94–99] for details. The estimator \( \hat{g}^*(\mathbf{x}) \) is, here, constructed in two stages:

a. we employ the Subset Simulation (SS) method [67,68,70,73] to create a population \( \{\mathbf{z}_m^n : n = 1, 2, ..., M \} \) of \( M \) samples approximately distributed according to the optimal ISD \( g^*(\mathbf{x}) \) (4), i.e., \( \{\mathbf{z}_m^n : m = 1, 2, ..., M \} \sim g^*(\cdot) \). Notice that here we substitute the expensive T-H code \( y(x) = \mu(x) \) with a quick-running ANN regression model (adaptively refined by means of the samples iteratively produced by SS), with the aim of reducing the computational burden related to this step (Section 3.1.1);

b. we “fit” the samples \( \{\mathbf{z}_m^n : m = 1, 2, ..., M \} \) by means of a proper PDF, in order to obtain an estimator \( \hat{g}^*(\mathbf{x}) \) for \( g^*(\mathbf{x}) \). To this aim, we adopt the fully nonparametric PDF proposed in Ref. [99] and relying on the Gibbs Sampler [101] (Section 3.1.2).

3.1.1. Subset Simulation and adaptively trained ANN metamodels for producing samples distributed according to the optimal ISD

As highlighted above, in order to build an estimator \( \hat{g}^*(\cdot) \) for \( g^*(\cdot) = I_F(\cdot=q(\cdot))P(F) \) we need a population \( \{\mathbf{z}_m^n : m = 1, 2, ..., M \} \) of \( M \) samples approximately distributed according to the optimal ISD, i.e., \( \{\mathbf{z}_m^n : m = 1, 2, ..., M \} \sim g^*(\cdot) \). The Subset Simulation (SS) method is here adopted to this aim. The strength of SS is that it converts the simulation of a single event (in this case, the failure event \( F \)) into a sequence of \( n_F \) simulations of intermediate conditional events corresponding to subsets \( F_i \), \( i = 1, 2, ..., n_F \), of the uncertain parameter space. During simulation, Markov Chain Monte Carlo (MCMC) based on the Metropolis–Hastings (MH) algorithm [67] is employed to produce the conditional samples (belonging to the intermediate subregions \( F_i \)); in this way, the successive intermediate subsets \( F_i \) are progressively populated by the conditional samples up to the target (failure) region \( F \) [67,68]. It can be shown that following this procedure, the stationary density of the (failure) points lying in \( F \) is \( q(\cdot|F) = I_F(\cdot=q(\cdot))P(F) \), which is exactly the ideal, zero-variance ISD \( g^*(\cdot) \) [67,73]. On the other hand, it is worth noting that a single run of the SS method may require a significant number \( N_C \) of evaluations of the long-running model, depending on the magnitude of \( P(F) \) (i.e., approximately \( N_C = M \log_{10} P(F) \), with \( M \geq 10 \) for producing reliable estimates, which may imply even thousands of calls to the T-H code). Thus, in order to reduce the associated computational burden, we substitute the T-H code \( y(x) = \mu(x) \) by a regression model \( f(x, \mathbf{w}) \), depending on a vector of adjustable parameters \( \mathbf{w} \) to be properly calibrated by means of a finite (and possibly reduced) set of input/output data examples (i.e., patterns), also called Design Of Experiments (DOE) [114]. In this work, three-layered feed-forward Artificial Neural Networks (ANNs) trained by the error back-propagation algorithm are considered [52,53,115–117]. They are structured in three layers (namely, the input, hidden and output layers), which contain respectively \( n_I \), \( n_H \) and \( n_O \) computing elements (named neurons or nodes and mathematically described by sigmoidal basis functions). These computing units are linked by weighted connections (called synapses). Details about ANN regression models are not reported here for brevity: the interested reader may refer to the cited references and the copious literature in the field.

The core of the method (proposed in Ref. [100] and adopted in the present manuscript) is that the ANN metamodel is built and adaptively refined by means of the samples iteratively produced by SS itself, according to the following steps [105,119] (Fig. 1):

1. Construct and train an initial ANN regression model \( f(z, \mathbf{w}) \) by means of a DOE \( D_{DOE} = \{ (\mathbf{z}_p, y_p) \}, p = 1, 2, ..., N_{DOE} \} \) constituted by \( N_{DOE} \) elements selected by plain random sampling, Latin Hypercube Sampling (LHS), partial/full factorial designs or other more sophisticated experimental design methods. By so doing, we create a “first trial” surrogate of the T-H

\[ \text{Notice that the change of name of the ‘dummy input vector’ from } \mathbf{z} \text{ to } \mathbf{z} \text{ has no ‘conceptual reason’ and is done only for notational simplicity and coherence with the description of the method reported in the following Sections.} \]
Fig. 1. Sketch of the procedure used for generating samples distributed as the ideal, zero-variance ISD by means of Subset Simulation and adaptively trained ANN models within the AM-SIS algorithm (Section 3.1.1).

model code represented by the unknown nonlinear deterministic function $y = \mu_y(z)$. Notice that the ANN structure (in practice, the number $n_h^0$ of hidden neurons) has to be chosen so that the total number $n_\text{ANN}^0$ of adjustable parameters $w^0$ is lower than the size of the DOE (i.e., $n_\text{ANN}^0 < N_{TR}^0$);

2. Run SS employing the ANN regression model $\mathbf{f}(z, w^0)$ (instead of the original T-H code) to generate $M$ samples $\{z_{iF}^0 : m = 1, 2, ..., M\}$ approximately distributed as $g^\ast(\cdot) = \mu_y(z)$; $P(F) = I_y(\cdot)q(\cdot)/P(F)$. Notice that this simulation is almost costless from the computational viewpoint, since it requires calling only the fast-running ANN model $\mathbf{f}(z, w^0)$ instead of the long-running T-H code $\mu_y(z)$: thus, the number $M$ of conditional samples iteratively produced by the SS algorithm in each intermediate conditional region $F_i$ can be chosen to be quite large, in order to increase the accuracy and robustness of the procedure (e.g., $M = 50,000$ in this paper);

3. Produce an estimate $\hat{P}(F) = N_{\text{ANN}}^0$ of the failure probability $P(F)$ by using $\mathbf{f}(z, w^0)$ (the estimate provided by SS at the previous step 2 can be straightforwardly used). As for step 2 above, this operation is almost computationally costless;

4. Set $t = 0$ and $\varepsilon_{P(F)} = 100\%$, where $t$ is the iteration index and $\varepsilon_{P(F)}$ stands for the relative variation between two consecutive ANN-based estimates of $P(F)$ produced during the adaptive and iterative procedure of metamodel refinement;

5. while $\varepsilon_{P(F)} > \varepsilon_{P(F)}^\text{th}$ (i.e., the change between the ANN-based failure probability estimates at two consecutive iterations is larger than a proper threshold $\varepsilon_{P(F)}^\text{th}$ and $N_{\text{TR}} < N_{\text{TR}}^\text{max}$ (i.e., the size of the DOE — in other words, the overall number of code runs — remains smaller than a maximal predefined value $N_{\text{TR}}^\text{max}$), repeat the following operations in order to refine the ANN regression model in proximity of the failure region $F$ and to produce a sample approximately distributed as the “ideal” ISD $g^\ast(\cdot) = I_y(\cdot)q(\cdot)/P(F)$:

(a) $t = t + 1$;
(b) select $N_{add}$ points $\{z_{p}^{add} : p = 1, 2, ..., N_{add}\}$ among all those produced by SS at iteration ($t - 1$): a high fraction of these points is selected around the limit state in order to better describe the response of the T-H passive system in the areas close to the failure region $F$; the remaining elements are “distributed” in proximity of the boundaries of the other intermediate conditional subsets $F_i$ identified by SS. By so doing, a reliable “anchoring” of the ANN metamodel is possible also in the relevant areas of the uncertain input space “visited” by the SS algorithm (in order not to interrupt the flow of the presentation, further technical details about this step are given at the end of this Section).
(c) join the \( N_{\text{add}} \) new elements to the current DOE after \( N_{\text{add}} \) new evaluations of the system performance function by means of the original T-H model \( \mu_T(z) \): thus, \( D_{TR}^t = D_{TR}^{t-1} \cup D_{TR}^{\text{add},t} \), where \( D_{TR}^{\text{add},t} = \{ (z_{p,\text{add}}^t, y_{p,\text{add}}^t) = \mu_T(z_{p,\text{add}}^t), \ p = 1, 2, \ldots, N_{\text{add}} \} \); also, the size \( N_{TR}^t \) of \( D_{TR}^t \) is \( N_{TR}^t = N_{TR}^{t-1} + N_{\text{add}} \). It is important to note that now the current DOE is obviously enriched in the areas close to the failure region;
(d) employ the updated DOE \( D_{TR}^t \) to construct an updated ANN regression model \( \hat{f}(x, w^t) \). Since the size of the DOE has increased, also the number of the ANN adjustable parameters (in practice, the number of hidden neurons) can be increased until \( n_{p,\text{ANN}}^t < N_{TR}^t \). Also, notice that the new ANN metamodel \( \hat{f}(x, w^t) \) is now expected to be more accurate in describing the behavior of the original T-H code around the region \( F \) of interest;
(e) generate \( M \) samples \( \{ z_{m,\text{add}}^{m,t} : m = 1, 2, \ldots, M \} \) approximately distributed as \( g^* (\cdot) \) by running SS with the ANN regression model \( \hat{f}(x, w^t) \);
(f) produce an ANN-based estimate \( \hat{P}(F)_{\text{ANN}}^{N_{\text{add}},t} \) of \( P(F) \) and compute \( \epsilon_{ \{ F \} } \) as \( \hat{P}(F)_{\text{ANN}}^{N_{\text{add}},t} - \hat{P}(F)_{\text{ANN}}^{N_{\text{add}},t-1} / \hat{P}(F)_{\text{ANN}}^{N_{\text{add}},t-1} \). Notice that SS has to be run at each iteration in order to obtain both the samples \( \{ z_{m,\text{add}}^{m,t} : m = 1, 2, \ldots, M \} \) and the failure probability estimates \( \hat{P}(F)_{\text{ANN}}^{N_{\text{add}},t} \) used for the convergence check. In order to “remove” the variability that stems from different random numbers (in subsequent simulations), the random generator is reinitialized using the same seed at each iteration;

6. the failure region \( F \) does not change excessively from one iteration to another, i.e., it is reliably “located”, and the ANN is sufficiently accurate in its proximity [119]. Thus, the vectors \( \{ z_{m,\text{add}}^{m,t} : m = 1, 2, \ldots, M \} \) produced at the last iteration \( t \) are retained as if they were the “optimal ones” \( \{ z_{p}^{m} : m = 1, 2, \ldots, M \} \), distributed as the ideal, zero-variance ISD \( g^* (\cdot) = f_T (\cdot) | q (\cdot) / P(F) | \).

At the end of the procedure, the total number \( N_{\text{aux}} \) of T-H code runs carried out to refine the metamodel is \( N_{\text{aux}} = N_{\text{add}}^t = N_{\text{add}}^0 + t \cdot N_{\text{add}} \). Some considerations are in order with respect to the algorithm above. As already said, at step 4.b \( N_{\text{add}} \) points are selected (among all the points generated by SS) to be added to the current DOE \( D_{TR}^{t-1} \). A relevant fraction \( K \) of these \( N_{\text{add}} \) points is chosen “across” the limit state, in proximity of the failure region \( F_{\text{SSF}} = F \). This is practically implemented as follows: (i) consider all the SS samples belonging to the failure region \( F_{\text{SSF}} = F = \{ z : y(z) > \alpha \} \) and to the preceding intermediate conditional region \( F_{\text{SSF}−1} = \{ z : y(z) > y_{\text{SSF}−1} \} \) as a ‘pool’ of possible candidates to be included into the DOE (notice that these SS samples ’cover’ the limit state); (ii) identify the candidate for which the minimal distance from the elements of the current DOE is the largest with respect to the other candidates of the ’pool’, and add it to the current DOE (this allows filling the “empty” areas of the input space); (iii) remove the selected vector from the ’pool’ of candidates; (vi) repeat steps (ii)–(iii) until \( K \cdot N_{\text{add}} \) new elements are included into the DOE.

By means of the same procedure, the remaining \( (1-K) \cdot N_{\text{add}} \) vectors are equally “distributed” in proximity of the boundaries of the other SS intermediate conditional regions: by way of example, the set of candidates considered for refining the ANN in proximity of region \( F_1 = \{ z : y(z) > y_1 \} \) is obviously represented by all the SS samples lying across threshold \( y_1 \), i.e., \( \{ z : y(z) > y_1 \cap y(z) < y_{1+1} \} \). This way of proceeding ensures an acceptable quality of the ANN metamodel also in other “key areas” of the uncertain input space besides the failure region \( F \) itself: actually, in order to produce a set of points \( \{ z_{p}^{m} : m = 1, 2, \ldots, M \} \) that are distributed as \( g^* (\cdot) = f_T (\cdot) | q (\cdot) / P(F) | \), the SS algorithm needs to gradually and accurately visit the entire uncertain input space and its intermediate conditional regions. Differently from Ref. [100] (where \( K \) was set to 0.5 by trial-and-error and the remaining \( (1-K) \cdot N_{\text{add}} \) points were randomly distributed across the uncertain input space), in this paper the fraction \( K \) mentioned above is computed as \( 2 \cdot N_{\text{add}} / N_{\text{SSF}} \); in other words, the number of points used to refine the metamodel around the limit state \( \{ z : y(z) = \alpha \} \) is twice the number of those used to improve the ANN in proximity of the other intermediate SS thresholds. This choice is motivated as follows: (i) higher importance is given to the failure region with respect to other areas of the uncertain input space; (ii) the value of \( K \) changes depending on the number \( n_p \) of intermediate regions, i.e., according to the magnitude of the failure probability \( P(F) \); (iii) this value is empirically found to perform satisfactorily on the case study analysed.

Only for illustration purposes, Fig. 2 pictorially shows the key concepts underlying the procedure for enriching the DOE. The rectangles represent the elements of the current DOE in regions \( F_{\text{SSF}} = F \) and \( F_{\text{SSF}−1} \), whereas the circles represent the ‘pool’ of possible candidates generated by SS. We suppose that three among these candidates have to be selected and added to the DOE. At each step, we identify the candidate whose minimal distance from the elements of the current DOE is the largest with respect to the other candidates of the ‘pool’ (see the arrows in Fig. 2). This candidate is added to the DOE, which is thus dynamically updated. The procedure is repeated (illustrative steps a–d in Fig. 2) until the desired number of points (i.e., three in the case of Fig. 2) is included.

Also, notice that steps 2 and 4.f of the algorithm above require the computation of an ANN-based estimate \( \hat{P}(F)_{\text{ANN}} \) of \( P(F) \). However, approximating the original system model output by an ANN empirical regression model (trained by means of a finite set of data) bears two effects: (i) the corresponding estimates may be subject to a bias (which makes them not accurate); (ii) the associated estimates are subject to additional uncertainty (which makes them less precise). To address issue (i), we employ a Bootstrap-based Bias Correction (BBC) procedure relying on an ensemble of \( B \) (e.g., \( B = 100 \) ) ANN regression models constructed on \( B \) ‘fictitious’ data sets randomly sampled with replacement from the original one: see Refs. [52,53,120] for details. On the other hand, we do not tackle issue (ii). Actually, contrary to other works of literature involving the combination of metamodeling and advanced MCS, e.g., Refs. [103–111], in this paper we do not use the metamodel to
Fig. 2. Conceptual steps underlying the procedure for enriching the DOE in proximity of the failure region \( F \) (step 4.b of the iterative algorithm of ANN refinement). Rectangles: current DOE; circles: ‘pool’ of candidates generated by SS; arrows: candidate added to the DOE. a) identification of the first candidate to be added; b) inclusion of the first candidate into the DOE and selection of the second; c) inclusion of the second candidate into the DOE and selection of the third; and d) inclusion of the third candidate into the DOE.

provide the final estimate \( \hat{P}(F)^{N_f} \) of the failure probability: instead, we employ it only as a “support tool” for constructing the quasi-optimal ISD (in facts, in the IS phase of the present method the original system model is used, see the following Section 3.2). In other words, the only objective of the ANN-based iterative algorithm described above is that of accurately “locating” the failure region \( F \) of interest without any bias: in this view, we perform only the amount of system model evaluations that are strictly necessary to achieve this objective, whereas no further code runs are devoted to increase the precision (or, conversely, to reduce the uncertainty) of the metamodel estimates.

In addition, discussion is warranted on the convergence criterion adopted (step 4.f above). Actually, (i) the ultimate goal of this first stage of AM-SIS is to draw samples that are a satisfactory representation of the quasi-optimal ISD and (ii) the ANN trained here is not used in the following failure probability estimation step (Section 3.2). This may lead to conclude that the failure probability estimated through the iterations of SS and ANN (steps 3 and 4.f) is not a “proper” measure of convergence for the algorithm of Fig. 1. On the other hand, it is important to notice that the accuracy and unbiasedness of the ANN discussed above (i.e., its capability of correctly “classifying” and “distinguishing” safe and failure configurations) is absolutely fundamental for obtaining samples distributed as \( g^*(\cdot) = q(\cdot)P(F) \) by means of SS. In this respect, also note that the correct identification of failure/safe points combined with the mechanism of MCMC (which can generate random samples distributed according to any PDF) should be enough to guarantee that the system configurations produced at the end of step 6 of the algorithm are representative of the optimal ISD \( g^*(\cdot) \).

Obviously, these considerations do not imply that the convergence criterion selected is the only possible (or the best overall). For example, one could also look at the difference (say, through relative entropy) \([121]\) between the established ISDs at subsequent iterations. On the other hand, convergence of an entire probability distribution over the whole uncertain parameter space may be much more demanding (in terms of required code runs) than a simple classification of failure/safe configurations.

Finally, a consideration is in order with respect to the impact of the dimensionality of the problem (i.e., of the dimension of \( \mathbf{x} \)) on the ANN quality and, thus, on the density approximation. Increasing the dimension of the uncertain variables space actually brings rather challenging issues, including the so-called curse of dimensionality. In practice, we are trying to train a metamodel on a learning dataset whose size is not increased sufficiently with the dimension of the space, giving rise to the so-called empty space phenomenon \([105]\). This issue seems unavoidable and limits the application of any algorithm belonging to the metamodel family to engineering problems with a small number of input parameters (say tens), unless some dimensionality reduction strategy is adopted: e.g., principal component analysis, feature selection or extraction and sensitivity analysis methods \([122–124]\).
3.1.2. Constructing an estimator of the optimal ISD by means of a fully nonparametric Probability Density Function (PDF)

The iterative ANN-based algorithm presented above produces a population of samples approximately distributed as the ideal, zero-variance ISD; however, these samples cannot be used directly to define an unbiased IS estimator, because the corresponding sampling density \( g^*(\cdot) \) is not known explicitly. Moreover, the sampled states \( \{z^n_m : m = 1, 2, ..., M\} \) are not independent. A (naive) idea might be to just use the empirical distribution of \( \{z^n_m : m = 1, 2, ..., M\} \) for IS sampling. But this distribution does not satisfy the requirement of having a nonzero density wherever \( I_F^T(x)q(x) > 0 \). To satisfy this requirement, a second idea is to fit a kernel density estimate to this sample, based on a kernel whose density is nonzero wherever \( I_F(x)q(x) > 0 \) [93,94]. However, kernel density estimation by standard methods is difficult in high dimensions. Finally, in Ref. [99] the authors propose to adopt the one step ahead transition density \( \kappa(x|z) \) of a Markov chain, when the chain is in state \( z^n_m \), and average over the M states \( \{z^n_m : m = 1, 2, ..., M\} \). In this way, the optimal ISD \( g^*(x) \) can be approximated by \( \hat{g}^*(x) \) (2):

\[
\hat{g}^*(x) = \frac{1}{M} \sum_{m=1}^{M} \kappa(x|z^n_m).
\]

(2)

Following the suggestion of Ref. [99], in this paper we use the transition density \( \kappa(x|z^n_m) \) adopted by the Gibbs Sampler [101] (see the Appendix for thorough technical details).

The advantage of the ISD (2) is that it is not limited by parametric models (e.g., normal, exponential, lognormal, etc.), as it happens instead for the Cross Entropy (CE) [95] or Variance Minimization (VM) [125] techniques. On the other hand, for ISD (2) the positivity condition (i.e., that \( \hat{g}^*(x) > 0 \) whenever \( I_F^T(x)q(x) > 0 \)) is not guaranteed in the rare-event setting. Thus, \( \hat{g}^*(x) \) is here modified to assure that it is nonzero over the entire support of \( g^*(x) \). To this aim, we consider a "weighed average" of \( \hat{g}^*(x) \) with the original density \( q(x) \), i.e.:

\[
\hat{g}^w(x) = w \cdot q(x) + (1 - w) \cdot \hat{g}^*(x),
\]

(3)

where \( w \) is a weight arbitrarily selected between 0 and 1 (in this work, \( w = 0.01 \)).

3.2. Importance sampling from the estimator of the optimal ISD

The well-known 'composition method' is employed to draw \( N_{IF} \) samples from \( \hat{g}^w(x) \) (3). In extreme synthesis, for \( k = 1, 2, ..., N_{IF} \), a uniform random number \( u \) is generated in \([0, 1]\); if \( u < w \), then the vector \( x^k \) is sampled from the original PDF \( q(x) \); otherwise, from \( \hat{g}^*(x) = \frac{1}{M} \sum_{m=1}^{M} \kappa(x|z^n_m) \) (2) (for the sake of brevity, we do not report here details about the steps necessary to draw samples from the mixture \( \hat{g}^*(x) \) of transition densities: the interested reader is referred to the Appendix).

Since the failure probability \( P(F) = E_q(I_F(x)q(x)) \) (1) can be obviously expressed also as \( E_{\hat{g}^w} \{I_F(x)\hat{g}^w(x)\} / \hat{g}^w(x) \), the AM-SIS estimator \( \hat{P}(F)^{N_{IF}} \) of the failure probability \( P(F) \) is then [90–99]:

\[
\hat{P}(F)^{N_{IF}} = \frac{1}{N_{IF}} \sum_{k=1}^{N_{IF}} I_F(x^k)q(x^k) / \hat{g}^w(x^k) = \frac{1}{N_{IF}} \sum_{k=1}^{N_{IF}} \frac{I_F(x^k)q(x^k)}{w \cdot q(x^k) + (1 - w) \cdot \hat{g}^*(x^k)},
\]

(4)

The sample standard deviation \( \hat{\sigma}[\hat{P}(F)^{N_{IF}}] \) of (4) can be also straightforwardly computed since the realizations \( I_F(x^k)q(x^k) / \hat{g}^w(x^k) \), \( k = 1, 2, ..., N_{IF} \), are independent. With respect to that, it is also worth noting that the estimators \( \hat{P}(F)^{N_{IF}} \) and \( \hat{\sigma}[\hat{P}(F)^{N_{IF}}] \) are unbiased for the mean and the standard deviation, even if (i) the samples \( \{z^n_m : m = 1, 2, ..., M\} \) iteratively generated by IS are by construction not independent and are not exactly distributed as \( g^*(x) \) (see Section 3.1.1) and (ii) the quality of the ISD approximation in the first step of the algorithm is low (see Section 3.1.2). On the other hand, the performance of the AM-SIS algorithm obviously depends on the quality of this approximation.

Notice again that the original system model (not the ANN metamodel employed at the previous step) is used in this IS-based failure probability estimation phase. Actually, as explained in Section 3.1.1, one of the effects of the approximation of the original system model output by an empirical regression model (trained by means of a finite set of data) is that the associated estimates are subject to additional uncertainty (which makes them less precise). Employing instead the ANN only as a "support tool" for constructing the quasi-optimal ISD (i.e., for accurately "locating" the failure region \( F \)) allows performing only the amount of system model evaluations that are strictly necessary to achieve this objective: thus, no additional code runs are devoted to increase the precision (or, conversely, to reduce the uncertainty) of the ANN metamodel estimates, with obvious benefits from the point of view of the reduced computational cost.


As in the previous paper by the authors [100], the case study involves a Gas-cooled Fast Reactor (GFR) cooled by natural convection after a Loss Of Coolant Accident (LOCA) [26]. The reactor is a 600-MW GFR cooled by helium flowing through separate channels in a silicon carbide matrix core [126].

In case of a LOCA, long-term heat removal is ensured by natural circulation in a given number \( N_{loops} \) of identical and parallel heat removal loops. However, in order to achieve a sufficient heat removal rate by natural circulation, it is necessary
to maintain an elevated pressure even after the LOCA. This is accomplished by a guard containment, which surrounds the reactor vessel and power conversion unit, and holds the pressure at a level that is reached after the depressurization of the system [26].

The configuration of the passive system for the removal of decay heat is shown schematically in Fig. 3, where only one loop out of \( N_{\text{loops}} \) is reported for clarity sake: the flow path of the cooling helium gas is suggested by the black arrows. As shown in Fig. 3, the loop has been divided into \( N_{\text{sections}} = 18 \) sections; technical details about the geometrical and structural properties of these sections are not reported here for brevity: the interested reader may refer to [26].

It is worth noting that as in Ref. [26] the subject of the present analysis is the quasi-steady-state natural circulation cooling that takes place after the LOCA transient has occurred. Thus, the analyses hereafter reported refer to this steady-state period and are conditional to the successful inception of natural circulation. As a consequence, the analyses do not consider the probability of not starting natural convection nor the probability of not building up and maintaining a high pressure level in the guard containment.

4.1. The deterministic T-H model

To simulate the steady-state behavior of the system, a one-dimensional thermal-hydraulic MATLAB code has been implemented. The code treats all the \( N_{\text{loops}} \) multiple loops as identical and each loop is divided in \( N_{\text{sections}} = 18 \) sections (Fig. 3). Further, the sections corresponding to the heater (i.e., the reactor core, item 4 in Fig. 3) and the cooler (i.e., the heat exchanger, item 12 in Fig. 3) are divided in a proper number \( N_{\text{nodes}} \) of axial nodes to compute the temperature and flow gradients with sufficient detail (40 nodes are chosen for the present analysis). Both the average and hot channels are modeled in the core so that the increase in temperature in the hot channel due to the radial peaking factor can be calculated [26].

From a strictly mathematical point of view, obtaining a steady-state solution amounts to dropping the time dependent terms in the energy and momentum conservation equations [127]; in practice, the code balances the pressure losses around the loops so that friction and form losses are compensated by the buoyancy term, while at the same time maintaining the heat balance in the heater (i.e., the reactor core, item 4 in Fig. 3) and cooler (i.e., the heat exchanger, item 12 in Fig. 3).
Eq. (5) in Table 1 states the equality between the enthalpy increase between the flow at the inlet and the flow at the outlet in any node, whereas Eq. (6) in Table 1 regulates the heat exchange between the channel wall and the bulk of the coolant.

The mass flow rate is determined by a balance between buoyancy and pressure losses along the closed loop according to Eq. (7) in Table 2.

Eq. (7) in Table 2 states that the sum of buoyancy (first term), friction losses (second term) and form losses (third term) should be equal to zero along the closed loop [26].

Notice that the heat transfer coefficients \( h_i \), \( i = 1, 2, ..., N_{\text{nodes}} \), in (6) in Table 1 are functions of the fluid characteristics and the geometry, and are calculated through proper correlations covering forced-, mixed- and free-convection regimes, in both turbulent and laminar flow; further, different Nusselt number correlations are used in the different regimes to obtain values for the heat transfer coefficients. Also the friction factors \( f_s \), \( s = 1, 2, ..., N_{\text{sections}} \), in (7) in Table 2 are functions of the fluid characteristics and geometry and are calculated using appropriate correlations [26]. An iterative algorithm is used to find a solution that satisfies simultaneously the heat balance and pressure loss equations.

### 4.2. Uncertainties in the deterministic T-H model

There is incomplete knowledge on the properties of the system and the conditions in which the passive phenomena develop. This kind of uncertainty, often termed epistemic, affects the model representation of the passive system behavior [9,29,128].

The nine model parameters \( x = \{ x_j : j = 1, 2, ..., 9 \} \) affected by epistemic uncertainty are summarized in Table 3 [26]: the mean and standard deviations of the corresponding Gaussian PDFs are also reported.

The sequential steps undertaken to propagate the epistemic (i.e., model and parameter) uncertainties through the deterministic T-H equations described in the previous Section 4.1 are:

1. Draw samples of the uncertain input parameters \( x_1 \) (i.e., power), \( x_2 \) (i.e., pressure) and \( x_3 \) (i.e., cooler wall temperature) from the respective epistemic probability distributions (Table 3).
Table 3: Epistemic uncertainties considered for the 600-MW GFR passive decay heat removal system of Fig. 3 [26].

<table>
<thead>
<tr>
<th>Parameter/Model</th>
<th>Name</th>
<th>Mean, μ</th>
<th>Standard deviation, σ (% of μ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter uncertainty</td>
<td>Power (MW), $x_1$</td>
<td>18.7</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Pressure (kPa), $x_2$</td>
<td>1650</td>
<td>7.5%</td>
</tr>
<tr>
<td></td>
<td>Cooler wall temperature (°C), $x_3$</td>
<td>90</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Nusselt number in forced convection, $x_4$</td>
<td>1</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Nusselt number in mixed convection, $x_5$</td>
<td>1</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>Nusselt number in free convection, $x_6$</td>
<td>1</td>
<td>7.5%</td>
</tr>
<tr>
<td></td>
<td>Friction factor in forced convection, $x_7$</td>
<td>1</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Friction factor in mixed convection, $x_8$</td>
<td>1</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>Friction factor in free convection, $x_9$</td>
<td>1</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

ii. Using the values sampled for input parameters $x_1$, $x_2$ and $x_3$ (step i. above), compute Nusselt numbers and friction factors in forced-, mixed- and free-convection regimes by means of deterministic correlations. In this way, the deterministic computed values of Nusselt numbers and friction factors are dependent on the values of the uncertain input parameters $x_1$, $x_2$ and $x_3$.

iii. Draw samples of the multiplicative error factors $x_4$, $x_5$, ..., $x_9$, for Nusselt numbers and friction factors in forced-, mixed- and free-convection regimes, from the corresponding epistemic probability distributions (Table 3).

iv. Multiply the deterministic values of Nusselt numbers and friction factors (computed at step ii. above) by the corresponding error factors (sampled at step iii. above). In this way, the model uncertainties (i.e., the multiplicative error factors) are treated independently from the parameter uncertainties; yet, notice that the model uncertainties are applied to the results of deterministic correlations, which in turn depend on the uncertainties in the input parameters (i.e., power, pressure and cooler wall temperature).

v. Using an iterative algorithm, find a solution that satisfies simultaneously the heat balance (Table 1 in Section 4.1) and the pressure losses equations (Table 2 in Section 4.1).

4.3. Failure criteria of the T-H passive system

The passive decay heat removal system of Fig. 3 is considered failed whenever the temperature of the coolant helium leaving the core (item 4 in Fig. 3) exceeds either 1200 °C in the hot channel or 850 °C in the average channel: these values are expected to limit the fuel temperature to levels which prevent excessive release of fission gases and high thermal stresses in the cooler (item 12 in Fig. 3) and in the stainless steel cross ducts connecting the reactor vessel and the cooler (items from 6 to 11 in Fig. 3) [26].

Indicating by $x$ the vector of the 9 uncertain system parameters of Table 3 (Section 4.2) and by $T_{\text{out,core}}^{\text{hot}}(x)$ and $T_{\text{out,core}}^{\text{avg}}(x)$ the coolant outlet temperatures in the hot and average channels, respectively, the failure event $F$ can be written as follows:

$$ F = \{ x : T_{\text{out,core}}^{\text{hot}}(x) > 1200 \} \cup \{ x : T_{\text{out,core}}^{\text{avg}}(x) > 850 \}. $$

Notice that, in the notation of the preceding Section 2, $T_{\text{out,core}}^{\text{hot}}(x) = y_1(x)$ and $T_{\text{out,core}}^{\text{avg}}(x) = y_2(x)$ are the two target outputs of the T-H model.

The failure event $F$ in (8) can be condensed into a single performance indicator $Y(x)$ (Section 2) as:

$$ Y(x) = \max \left\{ \frac{T_{\text{out,core}}^{\text{hot}}(x)}{1200}, \frac{T_{\text{out,core}}^{\text{avg}}(x)}{850} \right\} = \max \left\{ \frac{y_1(x)}{1200}, \frac{y_2(x)}{850} \right\}, $$

so that the failure event $F$ becomes specified as:

$$ F = \{ x : Y(x) > 1 \}. $$

In the notation of Section 2, the failure threshold $\alpha_f$ is then equal to one. The locus of points $x$ for which the performance indicator $Y(x)$ is equal to the failure threshold $\alpha_f$, i.e., $\{ x : Y(x) = \alpha_f \}$, is referred to as limit state.

Notice that this case study has already been used by the authors in previous works [52,53,72,81,82]. However, in this paper the corresponding thermal-hydraulic MATLAB code has been modified in order to include $N_{\text{loop}} = 6$ decay heat removal loops in the safety system: in this configuration, the true value of the functional failure probability $P(F)$ is $1.8089 \times 10^{-7}$.

5. Application of the AM-SIS algorithm for the functional failure analysis of the T-H passive system of Section 4

The objective of the application is the assessment of the very small functional failure probability $P(F)$ (i.e., $P(F) = 1.8089 \times 10^{-7}$) of the T-H passive system of Section 4, by means of the AM-SIS method. The accuracy and precision of the proposed technique are compared to those of several simulation methods of literature. Two sets of comparisons are carried out. In Section 5.1, the focus is mainly on the efficiency of stage 2 of the algorithm (Section 3.2), i.e., of random sampling for failure probability estimation; in Section 5.2, comparisons are made to other methods combining Subset Simulation (SS) and metamodels that are instead very close to stage 1 of the proposed approach (Section 3.1).
Table 4
Parameters of the AM-SIS algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
<th>Phase in AM-SIS algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{10}^0$</td>
<td>$3n_i = 27$</td>
<td>Initial DOE size</td>
<td>Initial ANN training</td>
</tr>
<tr>
<td>$N_{20}^0$</td>
<td>4000</td>
<td>Upper limit for DOE size</td>
<td>ANN training and refinement</td>
</tr>
<tr>
<td>$N_{add}$</td>
<td>$3n_i = 27$</td>
<td>Number of samples used for DOE enrichment at each iteration</td>
<td>ANN training and refinement</td>
</tr>
<tr>
<td>$ε^f_{th,F}$</td>
<td>0.01</td>
<td>Threshold for checking convergence of the ANN-based failure probability estimates</td>
<td>ANN training and refinement</td>
</tr>
<tr>
<td>$B$</td>
<td>100</td>
<td>Number of bootstrapped ANNs in the procedure of bias correction of the failure probability estimates</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>1000</td>
<td>Number of SS samples produced in each intermediate conditional region</td>
<td>SS</td>
</tr>
<tr>
<td>$p_0$</td>
<td>0.1</td>
<td>Fraction of the $M$ samples acting as MCMC seeds in each intermediate conditional region of SS</td>
<td>SS</td>
</tr>
<tr>
<td>$w$</td>
<td>0.01</td>
<td>Weight of the original PDF in the fully nonparametric ISD</td>
<td>IS</td>
</tr>
</tbody>
</table>

5.1. Comparison set 1: efficiency of the Importance Sampling stage

The following simulation methods are considered for comparison purposes:

i. standard Monte Carlo Simulation (MCS).
ii. Latin Hypercube Sampling (LHS) [65].
iii. classical Importance Sampling (IS), where the “design point” of the system is adopted as the “center” of the ISD in the standard Normal space (we hereafter refer to this technique as IS-Des) [90,91].
iv. Adaptive Kernel-based Importance Sampling (AK-IS), where we build an estimator of the ideal, zero-variance ISD on the basis of a weighed sum of (optimized) Gaussian kernels centered on some failure samples produced by a Markov chain [93,94].
v. Subset Simulation (SS) [67,68] (see Section 3.1.1).
vi. Optimized Line Sampling (LS), where the failure domain $F$ is “explored” by lines (instead of random points): we optimally identify an “important direction” that points to the failure domain of interest and we solve a number of conditional “one-dimensional” problems along such direction [82].

Details about approaches i)-vi) are not given here for brevity: the interested reader is referred to the cited references.

The AM-SIS algorithm is run with the parameters set at the values reported in Table 4. As suggested by Ref. [119], we set parameters $N_{10}^0$ and $N_{add}$ equal to three times the dimension $n_i$ of the input vector $\mathbf{x}$ (i.e., $n_i = 9$ in this case). Parameter $ε^f_{th,F}$ is employed to verify the convergence of the ANN failure probability estimates $\hat{P}(F)_{ANN}^{N_{T}}$ during the refinement stage. If $ε^f_{th,F}$ is too high (e.g., $ε^f_{th,F} = 0.1$), the algorithm can converge quickly towards a location of the uncertain input space that is far from the failure region $F$ (which results in biased estimates $\hat{P}(F)_{ANN}^{N_{T}}$); conversely, a very low value (e.g., $ε^f_{th,F} = 0.0001$) could involve too much computational time (due to an excessive increase in the number of iterations). The value $ε^f_{th,F} = 0.01$ has been found to represent a satisfactory trade-off between ANN accuracy and acceptable computational effort.

Notice that the number $n_i$ of inputs to the ANN regression model is equal to 9 (i.e., the number of uncertain inputs in Table 3 of Section 4.2), whereas the number $n_o$ of outputs is equal to 2 (i.e., the number of system variables of interest, the hot- and average-channel coolant outlet temperatures, as reported in Section 4.2). The common error back-propagation algorithm based on RMSE minimization is applied to train the ANNs [116]. Notice that a regularization term is added in the RMSE function in order to avoid overfitting of the data, which is frequent in the presence of small-sized training sets (as those of the present application). Also, the number $n_h$ of hidden neurons is optimally selected (at each iteration of the algorithm) as the one that minimizes the ANN Root Mean Squared Error (RMSE) (under the “constraint” that the total number of ANN adjustable parameters must be always smaller than the cardinality of the training data set).

We have performed $S = 10,000$ independent runs of each method and in each simulation $s = 1, 2, ..., S$, we have obtained an estimate $\hat{P}(F)^{N_{T}}$ of the functional failure probability $P(F)$ (in practice, we have built an empirical distribution of the failure probability estimator $\hat{P}(F)^{N_{T}}$). We have then computed the following performance indices: (i) the expected value $E[\hat{P}(F)^{N_{T}}]$ of the failure probability estimator $\hat{P}(F)^{N_{T}}$; (ii) its standard deviation $\sigma[\hat{P}(F)^{N_{T}}]$ and (iii) the Figure Of Merit (FOM) defined as $FOM = \frac{1}{\sigma^2(\hat{P}(F)^{N_{T}})}$, where $t_{comp}$ is the computational time required by the simulation method. Since $\sigma^2(\hat{P}(F)^{N_{T}}) \propto N_T$ and approximately $t_{comp} \propto N_T$, the FOM is almost independent of $N_T$. Obviously, the higher the FOM, the higher the computational efficiency of the approach.

It is very important to notice that differently from Ref. [100], at each simulation run $s = 1, 2, ..., S$, both stages of the AM-SIS method are repeated (i.e., the construction of the quasi-optimal ISD and the IS phases). In this way, the impact of the “variability” of the ISD construction step is also included in the standard deviation $\sigma[\hat{P}(F)^{N_{T}}]$ of $\hat{P}(F)^{N_{T}}$. This is fundamental since it allows also an “indirect” assessment of the effectiveness of this stage of the algorithm (besides that of IS) on the failure probability estimation process.
The SS-based ANN refinement phase converges after $t = 16.1$ iterations (on average) and $N_{c,aux} = 461.7$ calls (on average) to the original, long-running T-H model code. The samples $[x_m^F : m = 1, 2, ..., M = 1000]$ thereby generated are, then, used to construct the quasi-optimal ISD for the subsequent IS step. As highlighted in Section 3.1, the original T-H code (not the ANN metamodel) is used in the IS-based failure probability estimation phase. Table 5 reports the values of the performance indicators $E[\hat{F}(F)^{N_f}]$, $\sigma[\hat{F}(F)^{N_f}]$ and FOM obtained with $N_f = 3200$ samples by the simulation methods i)-vii) (notice that since $N_f$ is the same for all the simulation approaches, performance indicators $E[\hat{F}(F)^{N_f}]$ and $\sigma[\hat{F}(F)^{N_f}]$ can be compared fairly). We include also the total number of T-H simulations required by each method, which is the critical parameter driving the overall computational cost (i.e., $t_{comp}$) in those cases where a single simulation of the model code lasts several hours. In particular, $N_{c,PF}$ represents the number of runs used by the algorithm only to assess the failure probability $P(F)$. On the other hand, $N_{aux}$ represents the number of additional (auxiliary) code simulations required to set up the method: for example, for IS-Des, AK-IS and AM-SIS, $N_{aux}$ runs are employed to construct the corresponding Importance Sampling Densities (ISDs) (i.e., by identification of the “design point” of the problem, by the construction of Markov chains and by adaptive Subset Simulation, respectively); instead, for optimized LS, $N_{aux}$ code runs are employed to identify the LS “important direction” by Genetic Algorithm (GA)-based minimization of the variance of the LS failure probability estimator. In this respect, we have considered two further-mentioned cases to be made. First, in order for the comparison to be fair, the same number of additional code simulations $N_{aux}$ has been employed for the IS-Des (iii), AK-IS (iv), optimized LS (vi) and AM-SIS (vii) methods: this has been obtained by using the same ANN metamodel (constructed by the adaptive SS-based strategy of Section 3.1) in the “set up stage” of all the above-mentioned methods. Secondly, it is worth noting that for both the optimized LS and the AM-SIS approaches we use $N_{c,PF} = 2 \times N_f$ T-H analyses to assess the failure probability $P(F)$ with $N_f$ random samples. Actually, for both methods we need to calculate $N_f$ conditional “one-dimensional” failure probability estimates by resorting to a linear or quadratic interpolation of the passive system performance function $Y(x)$: this procedure requires two or three calls of the model code for each random sample drawn (see the Appendix and Ref. [82] for thorough mathematical details).

It can be seen that in the present case the AM-SIS method provides far more precise failure probability estimates than all the other approaches: actually, the standard deviation $\sigma[\hat{F}(F)^{N_f}]$ is about 3–30 times smaller than that of the other “advanced” methods iii)-vii) (i.e., IS-Des, AK-IS, SS and optimized LS), whereas it is around 3 orders of magnitude smaller than that of the “classical” sampling schemes i) and ii) (i.e., standard MCS and LHS). Finally, although the computational cost associated to the AM-SIS method is higher than that of the other techniques (because the total number of calls to the T-H code is more than two times larger and because the evaluation of the ISD $\tilde{g}_{ss}(x)$ (6) can be cumbersome in high-dimensional problems), the overall computational efficiency of the approach is still consistently higher: actually, the FOM is about 2–210 times larger than that of the other “advanced” methods iii)-vii), whereas it is even 6 orders of magnitude larger than that of the “classical” sampling schemes i) and ii).

The previous set of comparisons seems to suggest that in this particular case study, the AM-SIS method presents higher computational efficiency than the other simulation methods considered. However, in general this should be achieved with a small number of samples (and, thus, of T-H model evaluations: say, few tens or hundreds depending on the application), because in practice the T-H computer codes may require several hours to run a single simulation [28,29]. Thus, as in Ref. [100], we consider here a practical situation where the number $N_{c,PF}$ of calls to the T-H code allowed for assessing the small failure probability $P(F) = 1.8089 \times 10^{-7}$ is set to few tens (e.g., $N_{c,PF} = 20$ in this case). The results are summarized in Table 6.

Notice that when $N_f = 20$ simulations are used, standard MCS and LHS cannot obviously generate any failure sample, so that $E[\hat{F}(F)^{N_f}]$ is equal to 0. This result is expected: actually, the assessment of probabilities near $10^{-7}$ by means of standard MCS and LHS with $N_f = 20$ samples is not efficient, because on average $20 \times 10^{-7} = 0.0000002$ failure samples are generated in the failure region of interest. Even considering all the $S = 10,000$ repetitions, on average $20 \times 10,000 \times 10^{-7} = 0.02$ failure samples are generated in this application. Also, notice that in this case SS is not applicable. Actually, at least $M = 100$ samples have to be generated in each subset $F_i$, $i = 1, 2, ..., N_f$, to produce reliable failure probability estimates: thus, if a failure probability $P(F)$ around $10^{-7}$ has to be estimated (which is often the case for passive safety systems), then at least $M \cdot N_f = 100 \times 700$ samples have to be generated (see Section 3.1.1). On the contrary, employing ISDs (for IS-Des,
Table 6
Values of the performance indicators $E[\hat{P}(F)^{N}]$ and $\sigma[\hat{P}(F)^{N}]$ and FOM obtained with $N_{iR}F = 20$ T-H code runs by methods i)–vii) [100].

<table>
<thead>
<tr>
<th>Method</th>
<th>$N_iF$</th>
<th>$N_{aux}$</th>
<th>$E[\hat{P}(F)^{N}]$</th>
<th>$\sigma[\hat{P}(F)^{N}]$</th>
<th>FOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard MCS (i)</td>
<td>$N_{iF} = 20$</td>
<td>0</td>
<td>0</td>
<td>1.2185 $10^{-4}$</td>
<td>6.7352 $10^4$</td>
</tr>
<tr>
<td>LHS (ii)</td>
<td>$N_{iF} = 20$</td>
<td>0</td>
<td>0</td>
<td>1.1352 $10^{-4}$</td>
<td>7.7599 $10^5$</td>
</tr>
<tr>
<td>IS-Des (iii)</td>
<td>$N_{iF} = 20$</td>
<td>461.7</td>
<td>1.7641 $10^{-7}$</td>
<td>5.8805 $10^{-7}$</td>
<td>2.7556 $10^{10}$</td>
</tr>
<tr>
<td>AK-IS (iv)</td>
<td>$N_{iF} = 20$</td>
<td>461.7</td>
<td>1.8097 $10^{-7}$</td>
<td>2.8350 $10^{-7}$</td>
<td>1.8130 $10^{11}$</td>
</tr>
<tr>
<td>SS (v)</td>
<td>–</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Optimized LS (vi)</td>
<td>$N_{iF}/2 = 10$</td>
<td>461.7</td>
<td>1.8155 $10^{-7}$</td>
<td>1.3576 $10^{-7}$</td>
<td>5.7594 $10^{11}$</td>
</tr>
<tr>
<td>AM-SIS (vii)</td>
<td>$N_{iF}/2 = 10$</td>
<td>461.7</td>
<td>1.8098 $10^{-7}$</td>
<td>5.9837 $10^{-7}$</td>
<td>1.1565 $10^{12}$</td>
</tr>
</tbody>
</table>

AK-IS and AM-SIS) or preferential lines (for optimized LS) to explore the failure domain $F$ allows accurate estimations of very small failure probabilities even with very few samples: actually, it can be seen that the expected value $E[\hat{P}(F)^{N}]$ is very close to the truth (i.e., $P(F) = 1.8089\times10^{-7}$) for all the above mentioned advanced MCS techniques.

It can be seen that in the present case study the AM-SIS method again provides more precise failure probability estimates than the other approaches: actually, the standard deviation $\sigma[\hat{P}(F)^{N}]$ is about 2–10 times smaller than that of the other efficient MCS methods iii)–vii) (i.e., IS-Des, AK-IS and optimized LS), whereas it is about 3 orders of magnitude smaller than that of the classical sampling schemes i) and ii) (i.e., standard MCS and LHS). As before, also the global computational efficiency of the AM-SIS approach is still consistently higher: actually, the FOM is about 2 to 42 times larger than that of methods iii)–vi), and it is 6 orders of magnitude larger than that of sampling schemes i) and ii) [100].

In conclusion, the results obtained in this particular case study seem to confirm the possibility of obtaining robust estimates of small failure probabilities by the AM-SIS method with a very small number $N_iF$ of samples drawn and with a very small number $N_{aux}$ of calls to the original long-running code: actually, $N_i = N_{aux} + N_{iF} = 461.7 + 20 = 481.7$ simulations (on average) have turned out to be sufficient for accurately and precisely assessing a failure probability of the order of $10^{-7}$.

Then, on the basis of the satisfactory performances obtained by AM-SIS, we are allowed to formulate a positive statement with respect to the possibility of applying the approach to other realistic, nonlinear and non-monotonous problems of interest in nuclear passive systems risk analysis.

5.2. Comparison set 2: efficiency of the ISD construction stage

In this Section, comparisons are made to methods combining Subset Simulation (SS) and metamodels that are quite close to stage 1 of the proposed approach (i.e., to the quasi-optimal ISD construction phase of Section 3.1). In particular, the following techniques are considered:

i the SMART algorithm [105], where SS and Support Vector Machines (SVMs) are combined in an original active learning scheme. The idea is to place sequentially as few training points as possible in the uncertain variable space, in order to build a sequence of SVM metamodels as accurate surrogates of the SS intermediate thresholds. For each step of the algorithm, conditional probabilities are estimated by simulations at negligible computational cost on these SVM regression models;

ii the Neural Network-based Subset Simulation (SS-NN) method [113], whose idea is to transfer information from the Metropolis–Hastings algorithm to the ANN training process in order to effectively build the metamodel in a sequence of moving ranges: such “training windows” are identified as the upper and lower bounds of the uncertain variables generated by the Markov chains at each intermediate SS level. In more detail, the following strategy is adopted (referred to as ‘SS-NN2’ in Ref. [113]). Each initial seed of the Markov chains is taken as the center of a closed subset of the uncertain parameter space, defined by lower and upper bounds located at a properly selected distance. The ANN is then effectively trained at each subset with a negligible computational cost using an LHS design of experiment. The ANN is then used as a robust metamodel in order to increase the SS efficiency by significantly enriching the sample space at each SS level with a minimum additional computational cost. In order to achieve that, a large number of samples (with respect to the “standard” SS procedure) is generated at each subsequent SS level using the MCMC algorithm and the corresponding failure function values are evaluated with the trained ANN instead of the real numerical model [113].

Further details are not given here for sake of brevity: the interested reader is referred to the cited references. It is however important to notice that these methods differ from AM-SIS in what follows: (a) they develop one (or more) metamodel(s) for each SS intermediate level, rather than through iterations of the entire SS; (b) the trained metamodel is used in the failure probability estimation phase. Finally, notice that this type of comparison was not included in the previous paper by the authors [100].

As before, $S = 100$ independent runs of each method are carried out and in each simulation $s = 1, 2, \ldots, S$, an estimate $\hat{P}(F)_s^{N_iF}$ of the functional failure probability $P(F)$ is computed.
The parameters of the $^2$SMART algorithm are set to the (quasi-optimal) values suggested in Ref. [105]. An average number of $N_c = 4270$ system model code evaluations is carried out for each replicated simulation run $s$ (i.e., around $N_c/n_{\text{int}} (\text{-log}_{10}[P(F)]) = 610$ evaluations for each SS intermediate region). For the comparison to be fair, also the SS-NN2 method is run using 610 training points (i.e., real model evaluations) per SS level. Two configurations are considered: in particular, $M = 6100$ and 61,000 random samples are generated by MCMC in each SS intermediate region and evaluated by the trained ANN, respectively. Finally, the AM-SIS algorithm is run with the parameters set at the values reported in Table 4. For each iteration $s = 1, 2, ..., S$, the ISD construction stage of AM-SIS is run until convergence and the corresponding number $N_{c,\text{aux}}$ of system model evaluation is recorded: in the present application, the algorithm converges after $t = 15.3$ iterations on average (for a total of $N_{c,\text{aux}} = 440.1$ code runs on average). Then, $N_{c,(F)} = 4270 - N_{c,\text{aux}}$ code runs are employed in the failure probability estimation step (this is done to compare the efficiency of AM-SIS, $^2$SMART and SS-NN2 using the same total number $N_c = 4270$ of simulations).

The results are reported in Table 7. It can be seen that all the methods produce unbiased (or slightly biased) estimates: the percentage bias is 0.65%, 1.06%, and 0.02% for the $^2$SMART, SS-NN2 and AM-SIS methods, respectively. On the other hand, AM-SIS performs better than the other methods in terms of precision of the failure probability estimate: actually, the standard deviation $\sigma[P(\hat{F})_{\text{NN}}]$ produced by AM-SIS is about 3 smaller than that of $^2$SMART, whereas it is around 15 and 5 times smaller than that of SS-NN2 with $M = 6100$ and 61,000, respectively. This seems to confirm the positive effect of using the metamodel only as a “support tool” for constructing the quasi-optimal ISD and not for providing also the final estimate $\hat{P}(F)_{\text{NN}}$ of the failure probability (see Section 3.1). From the analysis of the FOM it can be seen instead that the overall performance of AM-SIS is only slightly better than that of $^2$SMART: this is due to the (possibly high) computational time required by the evaluation of the multi-dimensional nonparametric ISD (6) (see the Appendix for technical details). On the other hand, it is worth noticing that the (possibly cumbersome) evaluation of the ISD (6) has a relevant impact on the overall computational cost of the method only in those cases where the system model code is relatively quick to run (e.g., when it takes less than one minute for a single simulation, like in the present case). In other cases (i.e., when the performance function requires minutes or even hours to be evaluated), the overall computational time is almost entirely determined by the total number $N_c$ of code runs (which is actually kept constant in the present comparison). Finally, it is evident that AM-SIS performs significantly better than SS-NN2, as its FOM is about 10–15 times higher.

These analyses confirms the very satisfactory performance of AM-SIS in the present case study, also with respect to other approaches that employ SS and metamodels and that are quite similar to our method in the ISD construction stage.

6. Conclusions

The Adaptive Metamodel-based Subset Importance Sampling (AM-SIS) method, previously developed by the authors [100], has been used for estimating the very low functional failure probability ($P(F) \approx 10^{-7}$) of a nuclear passive safety system.

The method originally combines the powerful features of different techniques of literature in two stages: (1) Subset Simulation (SS) and fast-running Artificial Neural Networks (ANNs) (progressively refined in proximity of the failure region) have been coupled, within an iterative framework, to generate samples distributed according to the optimal, zero-variance Importance Sampling Density (ISD); (2) Importance Sampling (IS) has been performed using a fully nonparametric estimator of the ideal ISD.

In Ref. [100], only the efficiency of stage (2) of the algorithm (i.e., random sampling for failure probability estimation) was compared to that of other MC approaches (in particular, standard Monte Carlo Simulation, Latin Hypercube Sampling, several types of Importance Sampling schemes and Line Sampling). In the present work: (a) comparisons have been made also to other methods that combine SS and metamodels and that are very close to stage (1) of our approach (in particular, the $^2$SMART and the Neural Network-based Subset Simulation algorithms); (b) the performance of stage (1) of the AM-SIS method has been assessed more thoroughly by carrying out a larger set of comparisons (e.g., by considering different sample sizes for failure probability estimation).

---

3 The MATLAB code “FERUM41” available at Ref. [129] has been used for the implementation of the $^2$SMART algorithm.
From the results obtained, it can be seen that in the present case study AM-SIS achieves better (or at least comparable) performances with respect to all the other methods considered. Actually, higher accuracy and precision in the failure probability estimates have been obtained at a lower overall computational cost (i.e., by means of a reduced number of random samples drawn and, correspondingly, of expensive system model evaluations): indeed, the two stages of ISD construction (by ANN and SS) and failure probability estimation have required only few hundreds of code runs (i.e., about 500).

On the basis of the satisfactory performances obtained by AM-SIS in the present work, we are allowed to formulate a positive statement with respect to the possibility of applying the approach to other realistic, nonlinear and non-monotonous problems of interest in nuclear passive systems risk analysis; also, they suggest its possible integration in full scale PRA applications, provided that the numerous possible accident scenarios and outcomes can be handled computationally in an efficient way. On the other hand, it is worth admitting that more thorough comparisons (carried out on other application examples) would be needed to claim the overall superiority of AM-SIS with respect to all other simulation methods considered in this work.

In addition, a comment on the overall robustness of the approach is necessary. Actually, AM-SIS improves the efficiency of a failure probability estimation by incorporating into the analysis some information about the problem (i.e., about the passive system of interest). The information here considered is in terms of an “approximate solution” (in this case, an ANN metamodel). As far as modeling details are concerned, such approximate solution is expected to capture the main essence of the real system response, at least within some domain of applicability that gives the main contribution to the target failure probability. In this view, the approximate solutions provide a great source of insight for understanding system behavior and they represent invaluable assets in the development of engineering. On the other hand, it should be kept in mind that although the results obtained are very promising, the AM-SIS approach would obviously become defective if the approximate solution used (i.e., the ANN in this case) could no longer “correlate” with the real target response. This limit evidently characterizes all the metamodel-based approaches and other efficient simulation methods relying on approximate solutions, such as the Response Conditioning Method (RCM) [75,76] for structural reliability analysis, also developed from SS.

Finally, a word of caution is also in order with respect to the “curse of dimensionality” that affects AM-SIS in two senses: (i) any algorithm involving the construction of a metamodel suffers when the dimensionality of the input space increases, because the DOE becomes sparser with a power law relationship [130]. This issue is unavoidable and limits the application of any algorithm belonging to the metamodel family to engineering problems with a small number of input parameters (say tens), unless some dimensionality reduction strategy is adopted (e.g., principal component analysis or feature selection); (ii) the variance of the fully nonparametric estimator of the optimal ISD can deteriorate with increasing dimension of the input space, as reported in Ref. [99]. These issues will be the objects of future research.

Appendix

Fully nonparametric estimator for the optimal, zero-variance ISD based on the Gibbs Sampler

As described in Section 3.1.2, using a set of points \( \{ \mathbf{z}^m_p : m = 1, 2, ..., M \} \) approximately distributed as the ideal, zero-variance ISD \( g^*(\cdot) = I_F(\cdot)q(\cdot)P(F) \), an estimator \( \hat{g}^*(\mathbf{x}) \) for \( g^*(\mathbf{x}) \) is here constructed as follows [99]:

\[
\hat{g}^*(\mathbf{x}) = \frac{1}{M} \sum_{m=1}^{M} \kappa(\mathbf{x}|\mathbf{z}^m_p),
\]

(A1)

where \( \kappa(\mathbf{x}|\mathbf{z}^m_p) \) is the one step ahead transition density \( \kappa(\mathbf{x}|\mathbf{z}) \) of a Markov chain, considered when the chain is in state \( \mathbf{z}^m_p \). Following the suggestion of Ref. [99], in this paper a transition density \( \kappa(\mathbf{x}|\mathbf{z}^m_p) \) adopted by the Gibbs Sampler [101] is considered. Since our target density is the zero-variance ISD \( g^*(\mathbf{x}) \), then the transition density \( \kappa(\mathbf{x}|\mathbf{z}) \) of the corresponding well-known Gibbs Sampler assumes the following form:

\[
\kappa(\mathbf{x}|\mathbf{z}) = \prod_{j=1}^{n_f} g^*(X_j|X_1, X_2, ..., X_{j-1}, Z_{j+1}, Z_{j+2}, ..., Z_{n_f}).
\]

(A2)

where \( g^*(X_j|X_1, X_2, ..., X_{j-1}, Z_{j+1}, Z_{j+2}, ..., Z_{n_f}) \) is the conditional zero-variance ISD of variable \( X_j \), given that all the other components are fixed to \( X_1, X_2, ..., X_{j-1}, Z_{j+1}, Z_{j+2}, ..., Z_{n_f} \).

Tailoring (A2) to the particular case of failure probability estimation of interest to the present paper and remembering that \( g^*(\mathbf{x}) = I_F(\mathbf{x})q(\mathbf{x})P(F) \), then \( \hat{g}^*(\mathbf{x}) \) (A1) can be rewritten as:

\[
\hat{g}^*(\mathbf{x}) = \frac{1}{M} \sum_{m=1}^{M} \prod_{j=1}^{n_f} q(x_j|x_1, x_2, ..., x_{j-1}, z_{F,j+1}^m, ..., z_{F,n_f}^m) I_F(x_j|x_1, x_2, ..., x_{j-1}, z_{F,j+1}^m, ..., z_{F,n_f}^m),
\]

(A3)

where \( q(x_j|x_1, x_2, ..., x_{j-1}, z_{F,j+1}^m, ..., z_{F,n_f}^m) \) is the one-dimensional conditional PDF of variable \( x_j \); \( I_F(x_j|x_1, x_2, ..., x_{j-1}, z_{F,j+1}^m, ..., z_{F,n_f}^m) \) is the indicator of system failure expressed as a “one-dimensional” function of variable \( x_j \), given that all the other variables are fixed to the values \( x_1, x_2, ..., x_{j-1}, z_{F,j+1}^m, ..., z_{F,n_f}^m \); finally, \( P(Y(\mathbf{x}) > \alpha_F|x_1, x_2, ..., x_{j-1}, z_{F,j+1}^m, ..., z_{F,n_f}^m) \) can be interpreted as a “one-dimensional” conditional probability of system failure computed by letting variable \( x_j \) vary according to its uncertainty distribution and keeping all the other variables fixed.
to the values $x_1, x_2, ..., x_{j-1}, z_{m, j+1}, ..., z_{n, j+1}$ in other words, $P(Y(x) > \alpha_Y | x_1, x_2, ..., x_{j-1}, z_{m, j+1}, ..., z_{n, j+1}) = \int_{x_j} q(x_j | x_1, x_2, ..., x_{j-1}, z_{m, j+1}, ..., z_{n, j+1}, -) \cdot p_Y(x_j | x_1, x_2, ..., x_{j-1}, z_{m, j+1}, ..., z_{n, j+1}) dx_j$. In passing, notice that the argument of the product in (A3) just represents the one-dimensional conditional PDF of variable $x_j$ truncated on the failure support.

Finally, by way of example and only for illustration purposes, in what follows the algorithmic steps necessary to draw random samples from the transition density $k(x | z^m)$ in (A1) and (A3) are shown with reference to three-dimensional input vector $x = (x_1, x_2, x_3)$ given $z^m = (z^m_1, z^m_2, z^m_3)$ for simplicity. First, a random realization $x_1$ for variable $x_1$ is sampled from its one-dimensional distribution, conditional on the values $x_2 = z^m_{1,2}$ and $x_3 = z^m_{1,3}$ and truncated on the failure support, i.e., $x_1 \sim q(x_1 | z^m_{1,2}, z^m_{1,3})$. Then (ii) evaluate the system performance function in correspondence of the three ‘trial’ points $x^1 = (x^1_1, z^m_{1,2}, z^m_{1,3})$ and $x^2 = (x^2_1, z^m_{1,2}, z^m_{1,3})$ and $x^3 = (x^3_1, z^m_{1,2}, z^m_{1,3})$, obtaining values $Y(x^1), Y(x^2)$ and $Y(x^3)$; (iii) fit the points $[x^1, Y(x^1)]$ thereby obtained by a first or second order polynomial and determine its root(s); such roots represent the boundaries of the failure region in the one-dimensional space of variation of $x_1$, given $x_2 = z^m_{1,2}$ and $x_3 = z^m_{1,3}$. A procedure similar to that employed by the Line sampling technique can be used to this aim [79]: (i) select two or three different ‘trial’ values of $x_1$ (e.g., $x_1^1$, $x_1^2$, $x_1^3$); (ii) evaluate the system performance function in correspondence of the three ‘trial’ points $x^1 = (x^1_1, z^m_{1,2}, z^m_{1,3})$ and $x^2 = (x^2_1, z^m_{1,2}, z^m_{1,3})$ and $x^3 = (x^3_1, z^m_{1,2}, z^m_{1,3})$, obtaining values $Y(x^1), Y(x^2)$ and $Y(x^3)$; (iii) fit the points $[x^1, Y(x^1)]$ thereby obtained by a first or second order polynomial and determine its root(s): such roots represent the boundaries of the failure region in the one-dimensional space of variation of $x_1$, given $x_2 = z^m_{1,2}$ and $x_3 = z^m_{1,3}$.
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