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ABSTRACT 

Through the course of their life, industrial components and systems operate in an evolving environment characterized by continuous 

or periodic modifications of the working conditions. Diagnostic methods may suffer such an evolving environment if the data used to 

develop them are collected in a limited set of working conditions, not sufficiently represent the possible environments that may be 

experienced during life. Thus, in order to overtake this problem, we propose a novel approach based on the COMPacted Object 

Sample Extraction (COMPOSE) algorithm, which has been previously developed in the domain of streaming data learning and is here 

adapted to deal with the task of fault diagnostics. The developed diagnostic method is shown able to correctly classify data taken from 

synthetic and real-world case studies. 
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1. INTRODUCTION 

Fault diagnostics is an essential step for prognostics and health management of components and systems [1,2]. In the last decades, a 

number of methods based on various recognition techniques such as K Nearest Neighbor (KNN) [3], Artificial Neural Network (ANN) 

[4,5], Support Vector Machine (SVM) [6], Relevance Vector Machine (RVM) [7], have been developed for the classification of the 

type of fault causing the malfunctioning of components and systems. The proposed methods have been reported to achieve satisfactory 

performance in several works [3–5,7,8]. However, the industrial applicability of these methods is limited by the fact that the training 

data available to build the empirical model for the diagnosis typically do not include all the working conditions that the components 

and systems may experience during life. As a result, if the diagnostic model is used in working conditions that different from those 

considered to train the model, its performance maybe unsatisfied. Such problem occurs for components like bearings, gears, 

alternators, shafts, pumps, etc. operating in an evolving environment characterized by modifications of the working conditions, e.g.,  

applied loads [9,10].  

A possible solution to this problem is to periodically update the diagnostic model by adaptively training it on data collected in the 

newly experienced working conditions. For this, the idea of incrementally learning the information that progressively becomes 

available has been proposed [11–14]. For example, in [11], the authors propose an ensemble approach where a new model is 

developed and added to the ensemble each time a new set of data becomes available. In [15,16], the problem has been addressed in the 

framework of “domain adaptation”, assuming that labeled patterns become available during operation: this requirement can 

significantly limit the possibility of using the approach in practical fault diagnostic applications where the identification of the class of 

the fault causing the malfunctioning is often not feasible or very expensive and time consuming. 

In this work, we present the development of a systematic fault diagnostics approach with continuous and automatical updating of the 

diagnostics model without the requirement of labeled data. The proposed approach is based on the modification of a “COMPacted 

Object Sample Extraction (COMPOSE)”  algorithm for incremental learning developed in the domain of streaming data learning 

[17,18]. COMPOSE allows obtaining satisfactory classification performances in presence of concept drifts, i.e. situations in which the 

statistical properties of the class of the patterns change over time in an unforeseen way [19–21]. It has been applied with success to the 

classification of several published artificial testing datasets and a real-world weather dataset [17]. The key idea of COMPOSE is to 

aggregate the labeled training data with the unlabeled new data and to perform a shrinkage of the obtained dataset in order to identify 

a core region representing the trend of the concept drift. The main advantages of COMPOSE with respect to other incremental 

learning approaches are that a) model updating does not require the knowledge of the class of the new available patterns and b) it can 

be applied to various types of concept drifts. However, since COMPOSE is designed for stream data learning problems characterized 

by a large amount of patterns becoming available in a short time, it needs to be modified for applications in the domain of fault 

diagnostics where the number of patterns becoming available is typically very limited. Indeed, in this latter situation, the application of 

COMPOSE each time when a new batch of data becomes available causes an over-shrinkage of the training set, and, thus, a fast 

reduction of the diagnostic model classification performance. 

To overcome this limitation of COMPOSE, the main novelty of the present paper is the development of a new approach for concept 

drift detection. The method, based on the construction of 𝛂 shape surfaces [22], allows identifying when it is really necessary to 
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update the classification model due to the presence of a concept drift. A second novelty of the work is an automatic procedure for 

setting the internal parameters of COMPOSE, in such a way that the size of the training set remains stable. 

The proposed method is verified with respect to two datasets containing concept drifts: 1) a synthetic dataset made by artificial 

unimodal Gaussian data, inspired from the case study named “Unimodal Gaussian With Added Class” in [17] and a real-world bearing 

vibration dataset taken from Case Western Reserve University [23]. 

The remainder of this paper is organized as follows: Section 2 and 3 illustrate the problem of fault diagnostics in an evolving 

environment; Section 4 discusses the method for concept drift detection; the proposed method for identifying the new training set to be 

used for model updating is introduced in Section 5; Section 6 shows the performance of the proposed approach on the two case studies; 

Section 7 summarizes the whole paper and puts forward some future work for improvement of the proposed method. 

2. PROBLEM STATEMENT 

Fault diagnostics is typically considered a supervised classification problem [2,24]. Signal measurements are given in input to an 

empirical classifier, which provides in output the class of the fault. The classifier is developed by considering a training set of 𝑛𝑇 

patterns, 𝑇 = {𝒙𝒊
𝑻, 𝑙𝒊

𝑻}, 𝑖 = 1,2, … , 𝑛𝑇, formed by the couples: vector of the signal measurements, 𝒙𝒊
𝑻, and corresponding class label of 

the fault, 𝑙𝒊
𝑻. Once the empirical classifier has been trained, it can be used to classify a test set of 𝑛𝐶  unlabeled patterns, 𝐶 = {𝒙𝒊

𝑪}, 𝑖 =

1,2, … , 𝑛𝐶, formed by the vectors of the signal measurements, 𝒙𝒊
𝑪, whose true class labels, 𝑙𝒊

𝑪, are unknown. 

Pattern classification is tacitly based on the hypothesis that the training set T and the test set C are similar, i.e. their patterns are 

originated from similar probability distributions. However, this hypothesis does not hold when fault diagnostics is performed in an 

evolving environment, since modifications of the working conditions cause modifications of the signal measurements, patterns of the 

test set are originated by probability distributions different from those of the training set. Therefore, the performance of the diagnostic 

model trained using 𝒙𝒊
𝑻 can deteriorate as the component or system operational conditions change in time. 

To overcome this problem, the main objectives of this work are: 

1) to develop a method for detecting whether there has been a modification of the working conditions causing a deterioration of the 

diagnostic model performance. According to [25], this problem will be referred to as the problem of concept drift detection, since the 

modification of the working conditions causes a drift in the distributions of the test patterns, 𝒙𝒊
𝑪, with respect to those of the training 

patterns, 𝒙𝒊
𝑻. 

2) To develop a method for updating the classification model once a drift has been detected. 

Since the labeling of the test patterns is often not feasible or very expensive and time consuming in practical fault diagnostic 

applications, the two problems will be addressed assuming that the true class labels, 𝑙𝑪
𝒊 , of the patterns, 𝒙𝑪

𝒊 , of the test set, C, are not 

known. 

3. THE PROPOSED METHOD FOR  FAULT DIAGNOSTICS IN AN EVOLVING ENVIRONMENT 

The overall method for fault diagnostics in an evolving environment is based on the following three modules (Figure 1): 

1. a Fault Classifier (FC); 

2. a Concept Drift Detector (CDD);  

3. a module for the identification of the patterns to be used for retraining the fault classifier once a concept drift has been 

detected. 

Let us assume that a fault classifier FC has been developed using the labeled training patterns, 𝑇. Once a new batch of unlabeled 

patterns, 𝐶 = {𝒙𝒊
𝑪}, 𝑖 = 1,2, … , 𝑛𝐶, is collected, the patterns are pre-classified by the fault classifier, i.e. a tentative class label 𝑙𝑖

�̃� is 

assigned to each pattern. Then, C is sent to the concept drift detector (CDD): in case of no concept drift detection the classification 

labels are confirmed, whereas, in case of concept drift detection, the fault classifier has to be updated. This requires the construction of 

a new training set, which will be used for retraining the fault classifier (FC). Finally, the updated classifier can be used for the 

classification of the patterns in 𝐶. 
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Figure 1 Sketch of overall fault diagnostic method 

In this work, we focus our attention on the concept drift detector (Section 4) and on the method for the construction of the training set 

which is used for retraining the fault classifier (Section 5), whereas the discussion of classification algorithms for fault diagnostics is 

outside the scope of the present work (The interested reader can refer to [26–29] for examples of application of empirical classification 

algorithms to fault diagnostic problems). 

4. CONCEPT DRIFT DETECTION 

The problem of concept drift detection has been extensively studied for its potential applications in very different areas such as quality 

control [30], medical condition monitoring [31] and market analysis [32,33]. In the framework of fault diagnosis, the objective of 

concept drift detection is to verify whether the statistical properties of the test patterns are significantly different from those of the 

training patterns used to develop the diagnostic model.  

4.1. Time windows-based concept drift detection methods 

Common approaches to concept drift detection are based on the analysis of the statistical distributions of the data in consecutive time 

windows. Methods based on the use of the Kullback-Leibler [25,34] divergence and the Hotelling’s T-squared distribution [35] are 

typically employed for this aim. In [25], the authors have shown the effectiveness of an approach based on the use of the Semi-

Parametric Log-Likelihood (SPLL) value, which provides more satisfactory performances than those employing the Kullback-Leibler 

divergence and the Hotelling’s T-squared distribution. The SPLL value is defined by: 

     , max
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x   (4.1) 

where 𝑊1 and 𝑊2 are two consecutive time windows of data, 𝑀2 is the number of patterns in the time window 𝑊2, 𝒙  is the vector of 

the signal measurements in the 𝑊2 time window, and 𝑃(𝒙|𝑊1) is the likelihood of the vector 𝒙 given the data in the time window 𝑊1. 

SPLL represents the upper bound of the likelihood of the data in the time window 𝑊2 given the data in the time window 𝑊1. Large 

SPLL values indicate that the statistical distributions of the data in 𝑊1 and 𝑊2 are similar, whereas small SPLL values indicate the 

occurrence of a concept drift. The threshold to be used for the concept drift detection can be decided by observing the Receiver 

Operating Characteristic (ROC) curve [36] and choosing the threshold value which allows achieving the best tradeoff between missed 

and false detections [25]. 

The SPLL method tends to fail when it is applied to data characterized by very irregular probability distributions, such as that shown 

in Figure 2, for which the SPLL value is very similar before (left) and after (right) the occurrence of the concept drift. Since these 

situations are expected to be common in fault diagnostics, a novel method for concept drift detection is proposed in Section 3.1. 
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Figure 2 Data distributions before (left) and after (right) the concept drift occurrence. 

4.2. The proposed concept drift detection method 

The proposed method for concept drift detection is based on the use of the 𝛂 shapes reconstruction technique [22], which allows 

obtaining a surface enveloping a dense unorganized set of multidimensional patterns. A detailed description of the method can be 

found in [22,37,38]. Here, we focus on the choice of the parameter α, which controls the level of details and roughness of the 

enveloping surface. According to [37], α can be seen as the radius of a hyper-spherical spoon, which is used to ‘carve out’ around the 

dataset. 

 

Figure 3. Top right: avavilable patterns, Case 1-5: 𝛂 shape reconstruction surfaces obtained for different values of the 

parameter 𝛂  (from [37])  

Figure 3 shows the enveloping surfaces obtained by applying the α  shapes reconstruction technique to bi-dimensional patterns 

randomly sampled from the character α and considering different values of the parameter α. When too low values of parameter α are 

used, such as in case 2 [1], the obtained surface is characterized by a very irregular shape with voids between the patterns, whereas, 

when too large values are used, such as in cases 4 and 5, the surface becomes very rough and it does not provide enough detailed 

information on the dataset. 

According to the analysis in [22,37], the value of the parameter α  should be set considering the density of the data patterns: higher the 

density, smaller the α value. In this work, α is set considering the average minimum distance among the patterns: 

  
1,

1
min

n n

ij
j j i

i

d
n


 

 
  

 
   (4.2) 

where 𝑑𝑖𝑗  is the Euclidean distance between patterns 𝒙𝑖 and 𝒙𝑗, and n is the number of patterns. 
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The basic idea behind using the α shape reconstruction technique for concept drift detection is that the drifted patterns are expected to 

be outside the α shape surface enveloping the training set. Thus, in case of drift, the volume of the α shape surface enveloping the 

union of the training patterns and the new batch of test patterns is expected to be larger than that enveloping only the training patterns.  

Given the training set  𝑇 = {𝒙𝒊
𝑻}, 𝑖 = 1,2, … , 𝑛𝑻, the following procedure is proposed for the detection of a concept drift in a new batch 

of  test patterns, 𝐶 =  {𝒙𝒋
𝑪}, (𝑗 = 1,2, … , 𝑛𝑪) 

1) Set the detection threshold 𝑓 > 1; 

2) Initialize the subset of the drifted patterns, 𝐷 = ∅, and that of the non-drifted patterns, 𝑁𝐷 = ∅;  

3) Set the α value by applying equation (4.2) to the training set, 𝑇, patterns; 

4) Build the α shape surface 𝑆𝑇 of the training set and compute its iper-volume 𝑉𝑇; 

5) Set the indicator of the pattern in the test batch, j, equal to 1; 

6) Build a new dataset, A𝑗, as the union of the training set 𝑇 and the j-th pattern of the test set batch, 𝐶, i.e. A𝑗 = {𝑇 ∪ 𝒙𝒋
𝑪}; 

7) Build the α shape surface 𝑆A𝑗
 and compute its volume 𝑉A𝑗

; 

8) Find the ratio 𝑅𝑗 = 𝑉A𝑗
𝑉𝑇⁄ ; if 𝑅𝑗 > 𝑓, put 𝒙𝒋

𝑪 into the subset of the drifted patterns, i.e. 𝐷 = 𝐷 ∪ 𝒙𝒋
𝑪, otherwise, put 𝒙𝒋

𝑪 into the 

subset of the non-drifted patterns, i.e. 𝑁𝐷 = 𝑁𝐷 ∪ 𝒙𝒋
𝑪; 

9) Set 𝑗 = 𝑗 + 1 and go to step 6) until all the patterns in 𝐶 are tested. 

Once the procedure has been applied to all the patterns of the test batch, it outputs the two subset of the drifted, 𝐷, and non-drifted, 
𝑁𝐷, patterns. 

  

Figure 4 Sketch of 𝛂 shape based drift detection method 

Figure 4 shows an example of application of the α shape based drift detection method. The left Figure shows the α shape surface of 

the training set, 𝑇; the Figure in the middle shows a case in which the test pattern (square) is inside the α-shape surface of  𝑇 and, thus, 

it leave unmodified the area of the α-shape surface; whereas the right Figure shows a case in which 𝒙𝒋
𝑪 is outside the α-shape surface 

of the training pattern, and, thus, causes an increase of the area. 

5. CONSTRUCTION OF THE NEW TRAINING SET 

According to the scheme of Figure 1, once a concept drift has been detected, the diagnostics model has to be updated. i.e. a new 

training set has to be constructed and used to develop a new classification model. In this work, the construction of the new training set 

is inspired by the COMPOSE algorithm. The basic assumption behind COMPOSE is that the core region of the training data overlaps, 

at least partially, with a part of the drifted data. According to [17], this assumption is met when the concept drift is not abrupt but 

gradual, i.e. the training set 𝑇 and the test set 𝐶 must have some overlapping area, as shown in Figure 5 (left). Examples of gradual 

drifts in fault diagnostic applications are encountered in cases of variations of the working conditions due to slow degradation 

processes in the component on system, or to seasonal variations in the external environment. 
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Figure 5 Sketch of abrupt & gradual drift (left) and degree of shrinkage (right) 

Assuming that a fault classifier has been already trained using the labeled data in T and that a concept drift has been identified in the 

test set C, the method that we propose for the construction of a new training set is based on the following steps: 

a) an aggregate dataset formed by the labeled patterns of the training set 𝑇 and those of 𝐶 with corresponding labels assigned by the 

empirical fault classifier is built; 

b) the α shape surface reconstruction is applied to find the surface boundary of each class in the aggregated dataset; parameter α 

allows to regulate the level of details and roughness of the surfaces; 

c) the core regions of each class are identified by applying a proper shrinkage to the obtained class surface boundaries; the shrinkage 

is achieved by removing the patterns which are on the surface of the α shape: parameter CP is used to regulate the desired 

shrinkage percentage (the details of the shrinkage procedures can be found in [17]);. 

d) the new training set is formed by all the labelled patterns in the core regions identified in c). 

Once the new training set has been obtained, it is used to train a new classifier which substitutes the old one. The procedure is entirely 

repeated each time a new concept drift is detected in a new batch of unlabeled patterns.  

The procedure proposed in this work differs from that of COMPOSE since: 

1) it is applied only when a concept drift is detected in the test set 𝐶 and not, as in the COMPOSE algorithm, each time a set of 

unlabeled patterns is collected. 

2) a novel dynamic procedure for setting the parameters α and CP is proposed. 

With respect to the setting of α, its impact on the obtained surfaces has been already illustrated in Section 4.1 and the α parameter can 

be set according to equation (4.2). With respect to CP, notice that if too large values are used, an over-shrinkage of the α-surfaces can 

arise, with consequent elimination of useful patterns from the training set found in b), and, thus, inability of updating the algorithm in 

order to follow the concept drift. On the other side, too small CP values result in too large core regions (under-shrinkage) with 

consequent overlapping of core regions of different classes (Figure 5, right). This can deteriorate the performance of the classifier 

since it causes the inclusion of patterns with wrong label in the new training set.  

In order to obtain a satisfactory shrinkage, the value of CP is set as 

 T

A

1P
n

C
n

    (5.1) 

where 𝑛𝑇 is the number of the patterns in the training dataset, 𝑛𝐴 is the number of the patterns in the aggregated dataset. The main 

advantage of this procedure for setting the parameter CP is that it maintains the number of patterns in 𝑇 unchanged after shrinkage, 

avoiding the phenomena of under and over-shrinkage. Notice that this strategy, differently from that in [17], allows using different CP 

values for different classes of patterns.  

The details of the execution procedure and the flow chart of the proposed approach are given in Appendix 2. 

6. CASE STUDIES 

In this Section, we verify the proposed method considering a synthetic (Section 6.1) and a real-world (Section 6.2) case study. The 

synthetic dataset, taken from [17], is characterized by patterns sampled from bi-dimensional Gaussian distributions, whereas the real-

world dataset, taken from [23], considers vibrational data collected during experimental tests on healthy and faulty bearings in 

different operational conditions. The performance of the proposed diagnostic approach has been compared with that obtained by 

applying the original COMPOSE algorithm, with parameters 𝛼  and CP set to 0.6, according to the suggestions in [17], and updating 

the diagnostic model each time a new batch of data becomes available. 



7 

6.1. The synthetic case study 

In this case study, data become available in batches of 𝑁_batch = 100 patterns collected every 0.01 arbitrary time units [15]. The 

patterns of a given class are sampled from bi-dimensional Gaussian distributions whose mean and standard deviation, 𝜇 and 𝜎, are 

reported in Table 1. The presence of an evolving environment is reproduced by periodically changing the means and standard 

deviations of the distributions. All the patterns provided to the diagnostic system are unlabeled except those of the initial batch 

collected at time 𝑡 = 0 and of the batch collected at time 𝑡 = 0.6 when patterns of a new class appear. The batches are formed by 

patterns of two classes until time t=0.6, and of three classes after time t=0.6. The simulation is based on 5 cycles. In each cycle, there 

are 20 consecutive batches in which the data distributions are slowly changing (presence of a concept drift) followed by 10 

consecutive batches in which the data are sampled from the same distributions (no concept drift). The purpose of this setting is to 

simulate the operation of an component or system characterized by phases with changing load followed by phases with constant load. 

Table 1 Parameters of the Gaussian distributions used to sample the data in the different batches 

Class Batches with concept drift Batches without concept drift 

 Cycle 1 (batches 1 - 30) 

 𝑡ϵ[0,0.2), (batches 1 - 20) 𝑡ϵ[0.2,0.3), (batches 21 - 30) 

 𝜇𝑥 𝜇𝑦 𝜎𝑥 𝜎𝑦 𝜇𝑥 𝜇𝑦 𝜎𝑥 𝜎𝑦 

C1 2-5t 5 1.5 5-5t 1 5 1.5 4 

C2 5-5t 8 5-15t 1.5+2.5t 4 8 2 2 

C3 NA NA NA NA NA NA NA NA 

 Cycle 2 (batches 31 - 60) 

 𝑡ϵ[0.3,0.5), (batches 31 - 50) 𝑡ϵ[0.5,0.6), (batches 51 - 60) 

C1 1 5-10(t-0.3) 1.5+7.5(t-0.3) 3 1 3 3 3 

C2 4+20(t-0.3) 8 2 2 8 8 2 2 

C3 NA NA NA NA NA NA NA NA 

 Cycle 3 (batches 61 - 90) 

 𝑡ϵ[0.6,0.8) , (batches 61 - 80) 𝑡ϵ[0.8,0.9) , (batches 81 - 90) 

C1 1 3-5(t-0.6) 3-10(t-0.6) 3-10(t-0.6) 1 2 1 1 

C2 8 8-20(t-0.6) 2-5(t-0.6) 2+10(t-0.6) 8 4 1 4 

C3 5 5+15(t-0.6) 1+5(t-0.6) 1+5(t-0.6) 5 8 2 2 

 Cycle 4 (batches 91 - 120) 

 𝑡ϵ[0.9,1.1) , (batches 91 - 110) 𝑡ϵ[1.1,1.2) , (batches 111 - 120) 

C1 1-5(t-0.9) 2+15(t-0.9) 1+15(t-0.9) 1 0 5 4 1 

C2 8 4+20(t-0.9) 1 4-10(t-0.9) 8 8 1 2 

C3 5+5(t-0.9) 8-30(t-0.9) 2 2+5(t-0.9) 6 2 2 3 

 Cycle 5 (batches 121 - 150) 

 𝑡ϵ[1.2,1.4) , (batches 121 - 140) 𝑡ϵ[1.4,1.5) , (batches 141 - 150) 

C1 5(t-1.2) 5+15(t-1.2) 4-10(t-1.2) 1+10(t-1.2) 1 8 2 3 

C2 8 8-30(t-1.2) 1+5(t-1.2) 2 8 2 2 2 

C3 6-25(t-1.2) 2 2+5(t-1.2) 3 1 2 3 3 

 

6.1.1. Results 

The KNN algorithm [3] has been used as base classifier and the experiment has been repeated 50 times, each time with a new 

simulation of the batches of data, using the distributions of Table 1. 

Figure 6 (top) compares the accuracy (fraction of patterns correctly classified in a batch) of the proposed method for fault 

classification in an evolving environment with that obtained by performing COMPOSE. Notice that the two methods provide similar 

performances until time 0.7 (batch 70), and that the proposed method becomes more accurate than COMPOSE after batch 70; 

furthermore, the 90% confidence intervals identified by the proposed method tend to be smaller than those of COMPOSE. 
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Figure 6 (TOP) Performance of the proposed method and of COMPOSE; Bottom: Percentage of times of classifier retraining 

(D: batches with concept drift, ND: batches without concept drift) 

Figure 6 (bottom) shows the percentage of times in which a concept drift has been detected and, thus, the classifier retrained, over the 

50 runs of the experiment. As expected, the drift has been detected more frequently in correspondence of the batches characterized by 

a concept drift (D) than in correspondence of non-drifted batches (ND). Notice that the presence of the concept drift detector allows 

remarkably reducing the number of model retrainings with respect to the original COMPOSE, since it does not require to update the 

classification model each time a new batch of data becomes available. 

 

Figure 7 Accuracy of original COMPOSE method and proposed approach considering different numbers of patterns per 

batch. Left: original COMPOSE; right: proposed approach. 

The sensitivity of the two methods with respect to the number of patterns in each batch has been investigated by performing tests with 

different 𝑁𝑏𝑎𝑡𝑐ℎ values. Figure 7 shows that the accuracy of the proposed method is not significantly influenced by 𝑁𝑏𝑎𝑡𝑐ℎ, whereas 

the performance of the original COMPOSE algorithm, tends to become unsatisfactory when the batches are formed by less than 100 

patterns. This is due to: i) the unnecessary retraining of the classifier ii) the difficulty of properly setting COMPOSE parameters 𝛼  
and CP, which causes an over shrinkage of the training set. 

6.2. The real-world case study 

In this case study, we consider the diagnostic problem of classifying bearing defects using vibrational signals. Since bearings failures 

are one of the most frequent cause of industrial machine breakdown, they have been widely studied and several diagnostic systems 

have been developed for the identification of the type of defect causing the bearing degradation [39,40]. In this work, we focus on the 

classification of bearing defects in industrial machines characterized by variable speed and load profiles, such as those used in 
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automotive powertrains. The development of the diagnostic method is complicated by the impossibility of training the diagnostic 

model using data describing all the possible combinations of operational conditions that can be encountered during operation. 

This case study is designed using data taken from the Case Western Reserve University bearing dataset, which contains vibrational 

signals measured by three accelerometers in 72 laboratory tests performed on ball bearings located in two different positions of the 

powertrain (fan and drive end) [23,40]. The laboratory tests have been performed considering 3 different bearing degradation modes 

(inner race, outer race and ball defects), 3 different degradation levels (7, 14, 21 mil inches defects) and the powertrain working at 4 

different loads (0, 1, 2, 3 horsepowers). 

The raw vibrational signals obtained in each experimental test have been divided into 10 time windows. From each time window, 87 

different features, such as statistical indicators and time-frequency transform coefficients, have been extracted, according to the 

approach illustrated in [41]. Thus, a total number of 720*87 dimensional dataset is available, corresponding to 60 patterns for each 

bearing defect class and motor load. Since it has been shown that irrelevant and noisy features unnecessarily increase the complexity 

of the classification problem and can degrade modeling performance [42], we have selected three features from the available 87 as 

input to the diagnostic system. The selection has been performed by applying the feature selection wrapper approach described in [41]. 

Notice that the feature selection approach is here applied considering only 180 patterns extracted from the 0 horsepowers load data. 

Table 2 reports the three selected features. 

Table 2 Selected features 

 Feature name 

1 Kurtosis 

2 Normalized Symlets 10 Wavelet coefficient 

3 Maximum Haar Wavelet coefficient 

 

To verify the capability of the proposed diagnostic method in an evolving environment, we have designed two different experiments, 

characterized by a different order in which 19 batches of data extracted from the Case Western Reserve University bearing dataset 

become available. In both experiments, we assume that the first available batch of data is formed by all the 180 patterns collected 

when the powertrain is operating at a load of 0 horsepowers. This batch, which is the only set of patterns for which we assume to have 

available the labels, i.e. the information on the true class, is used to train the diagnostic model. The remaining 18 batches are formed 

by 30 patterns collected with the motor working at loads 1, 2 and 3 horsepowers. A batch is always characterized by all patterns 

collected at a given load. 

In the first experiment we consider a gradual modification of the powertrain load, obtained by assuming that the sequence of the loads 

in the batches is [1, 2, 3, 3, 2, 1, 1, 2, 3,…], whereas in the second test we randomly sample the batch sequence, allowing irregular 

modifications of the powertrain loads, with possible jumps between nonconsecutive load levels. Both experiments have been repeated 

100 times, each time considering the same sequence of loads but a different random composition of the data batches. 

We have considered two possible classification algorithms for developing the fault classifier: the KNN [3] and the SVM [43,44]. 

Given the more satisfactory performance of SVM on the load 0 horsepowers data, the diagnostic model is built using SVM as 

classification algorithm. 

6.2.1. Results 

Figure 8 shows the average performance over the 100 test repetitions of the proposed method and of COMPOSE in the two 

experiments. 

The proposed method is more accurate than COMPOSE, especially as time passes and the number of model retraining increases. 

Furthermore, thanks to the concept drift detector, it requires less retraining of the classifier (Figure 8, right) with respect to 

COMPOSE, which requires a new retraining each time a new batch becomes available). 

The two tests have also been performed varying the number of patterns per batch. Table 3 reports the average classification accuracy 

of the proposed method and of COMPOSE. 
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Figure 8 Load sequence (top), average accuracy (middle) and model retraining percentage (bottom) of regular load 

experiment (left) and random load experiment (right) 

Table 3 Average classification accuracy of the proposed method and of COMPOSE considering different numbers of 

patterns per batch. 

 

Number of pattern in a 

batch 
COMPOSE  PROPOSED METHOD 

Regular Load 

Modifications 

10 68.25 76.59 

30 68.48 77.40 

60 78.70 79.19 

90 79.13 80.20 

180 79.52 80.57 

Random Load 

Modifications 

10 68.13 76.12 

30 68.25 77.23 

60 77.56 78.16 

90 77.93 78.02 

180 77.77 78.01 

 

Notice that: 

1) the performance of both methods tends to increase as the number of patterns per batch becomes larger. The reason is that larger 

batches of data contain more information and facilitate the identification of the overlapping regions between the old and new data. 

2) the proposed approach is less sensitive to the number of patterns per batch. This is due to the fact that it updates the classifier only 

when the concept drift is detected in the batch, avoiding unnecessary retraining with small batch of data that reduces the performance. 

Finally, it is interesting to observe that in [41] the authors have obtained an average performance of 79.78%, on the same data, but 

training the classifier using 720 labeled patterns, taken from all the 4 load levels. It seems indeed satisfied that the proposed method, is 

able to achieve similar performances using only load 0 horsepowers patterns for training. 

7. CONCLUSION 

This paper proposes a novel method to perform fault diagnostics in an evolving environment characterized by continuous or periodic 

modifications of the working conditions. The proposed approach is inspired by the COMPOSE algorithm, allows correctly diagnosing 

faults in different operational conditions. Furthermore, it allows retraining the classification model when new batches of data become 

available, without the necessity of knowing the class of the new data. The approach is shown to outperform COMPOSE from the point 

of view of classification accuracy, parsimony in the number of model retrainings and easiness of setting the parameters. 

The method is based on the hypothesis that the concept drift caused by the evolving environment is gradual, rather than abrupt: future 

work will be devoted to investigating techniques for the verification of the hypothesis and of its consequences. It also seems 

interesting to address the problem of selecting the features to be used for fault classification in an evolving environment, i.e. how to 

dynamically identify a suitable set of features for fault diagnostics, taking into account that the available labeled data do not refer to all 

the possible working conditions. 
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Appendix 1:  List of features 

1. Mean value 

2. Kurtosis                                                                                                                                       

3. Skewness value                                                                                                                                

4. Standard Deviation                                                                                                                     

5. Crest indicator                                                                                                                        

6. Clearance indicator                                                                                                                        

7. Shape indicator                                                                                                                        

8. Impulse indicator                                                                                                                      

9. Peak value                                                                                                                              

10. Minimum Haar Wavelet coefficient                                                                                        

11. Maximum Haar Wavelet coefficient                                                                                       

12. Norm  level A3 Daubechies Wavelet transform                                                                  

13. Norm  level D3 Daubechies Wavelet transform                                                                 

14. Norm  level D2 Daubechies Wavelet transform                                                                  

15. Norm  level D1 Daubechies Wavelet Transform                                                                   

16. Norm Node 1 Symlet6 Wavelet                                                                                                     

17. Norm Node 2 Symlet6  Wavelet                                                                                              

18. Norm Node 3 Symlet6  Wavelet                  

                         …                                                                                         

28. Norm Node 13 Symlet6 Wavelet                                                                                                   

29. Norm Node 14 Symlet6 Wavelet 

 

Appendix 2:  Overall procedures of proposed approach 

Figure 9 reports the overall procedure used for the diagnostics in an evolving environment, which takes into account both the concept 

drift detection and the retraining of FC by updating the training set.  
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train the initial fault classifier FC
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Figure 9 Flow chart of the proposed approach 

The details of the procedure are as follows: 

1) Collect the initial training set 𝑇 = {𝒙𝑻
𝒊 , 𝑙𝑻

𝒊 }, 𝑖 = 1,2, … , 𝑛𝑻, 𝑙𝑇 = 1,2, … , 𝑛𝑙, to train an empirical classifier; 𝑛𝑙 is the total number 

of the classes;  

2) As in step a) of the original COMPOSE, collect the unlabeled coming set 𝐶 = {𝒙𝑪
𝒋

}, 𝑗 = 1,2, … , 𝑛𝑪  and use the empirical 

classifier to label all the patterns in 𝐶 to output 𝐶 = {𝒙𝑪
𝒋

, 𝑙𝑪
𝒋

}; 

3) For class 𝑘 (𝑘 = 1,2, … , 𝑛𝑙), perform the α shape based drift detection method (mentioned in subsection 4.2) on all the patterns in 

T whose label are k, namely 𝑇𝑘 = {𝐗𝑇|𝑙𝑇 = 𝑘}, are the training pattern set, and all the patterns in 𝐶 whose label are k, namely 

𝐶𝑘 = {𝐗𝐶|𝑙𝐶 = 𝑘}, are the test pattern set; output the drifted set 𝐷𝑘 and the non-drifted pattern set 𝑁𝐷𝑘, count the number of 

patterns in 𝑇𝑘 and 𝐷𝑘, marked them as 𝑛𝑇𝑘
 and 𝑛𝐷𝑘

 respectively; 

4) If 𝑛𝐷𝑘
= 0, go to step 5), otherwise, perform COMPOSE by the following steps: 

i. Build up the aggregated pattern set 𝐴𝑘 = 𝑇𝑘 ∪ 𝐷𝑘, and count the number of patterns in  𝐴𝑘, marked it as 𝑛A𝑘_𝑖𝑛𝑖; 

ii. Calculate the α value of  𝐴𝑘 using equation (4.2) and set the value of CP as: 

 
T

A _

1 k

k ini

n
CP

n
     

iii. Perform the shrinkage on 𝐴𝑘 using α and CP, output the shrunk set 𝐴𝑘

′
; 

iv. Set 𝐷 = ∅, go to step 6); 

5) Keep the training set T unchanged, set 𝑘 = 𝑘 + 1 and go back to step 4) until all the classes are searched; then, go to step 7); 

6) Set 𝑘 = 𝑘 + 1 and go back to step 4) until all the classes are searched; 

7) Update the new training set 1 2 ... kT A A A       and retrain the FC using T  ; 

8) If new patterns are coming, go back to step 2), otherwise stop the algorithm. 


